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Plaintiff Nomadix, Inc. (“Nomadix”) hereby complains of Defendant
SolutionInc Technologies Limited (“SolutionInc”) and alleges as follows:
JURISDICTION AND VENUE

1. This Complaint states causes of action for patent infringement

arising under the patent laws of the United States, 35 U.S.C. § 100 ef seq., and,
more particularly, 35 U.S.C. §§ 271 and 281. This Court has subject matter
Jjurisdiction under 28 U.S.C. §§ 1331 and 1338(a).

2. Upon information and belief, SolutionInc conducté business
throughout the United States, including in this judicial district, and has
committed the acts complained of in this judicial district and elsewhere.

3. Venue is proper in this judicial district under 28 U.S.C. §§ 1391(b)
and () and 1400(b).

PARTIES

4.  Nomadix is a Delaware corporation having its principal place of
business at 30851 Agoura Road, Suite 102, Agoura Hills, California 91301.

5. Upon information and belief, SolutionInc Technologies Limited is
a Canadian corporation having its principal place of business at 5692
Bloomfield Street, Halifax, Nova Scotia, B3K 1T2, Canada.

ALLEGATIONS FOR ALL CLAIMS OF RELIEF

6. On October 10, 2000, the United States Patent and Trademark

Office duly and lawfully issued U.S. Patent No. 6,130,892 (“the 892 patent™),

titled “Nomadic Translator or Router.” Nomadix owns the 892 patent by

assignment. A copy of the 892 patent is attached hereto as Exhibit 1.
Reexamination of the ’892 patent was requested on or around February 15,
2005, and the ensuing reexamination resulted in confirmation of the
patentability, without amendment, of Claims 1-8 of the *892 patent. A copy of
the Ex Parte Reexamination Certificate for the 892 patent is attached hereto as
Exhibit 2.

-1-




Case

WG N Sy e s e b e

bo bo RO b0 b0 b0 Ry bo By e R e e R ey Ry Ry ey ey
Co ~3 O tn o o R e N Qo N Oy e B o By e D

4

P:10-cv-00381-DDP-VBK Document1 Filed 01/19/10 Page 3 of 164 Page ID #:3

7. On August 8, 2006, the United States Patent and Trademark Office
duly and lawfully issued U.S. Patent No. 7,088,727 (“the 727 patent”), titled
“System and Method for Establishing Network Connection with Unknown
Network and/or User Device.” Nomadix owns the *727 patent by assignment. A
copy of the *727 patent is attached hereto as Exhibit 3.

8. On June 30, 2009, the United States Patent and Trademark Office
duly and lawfully issued U.S. Patent No. 7,554,995 (“the "995 patent”), titled

“System and Method for Establishing Network Connection with Unknown
Network and/or User Device.” Nomadix owns the *995 patent by assignment. A
copy of the *995 patent is attached hereto as Exhibit 4.
9. On October 21, 2003, the United States Patent and Trademark
Office duly and lawfully issued U.S. Patent No. 6,636,894 (“the *894 patent”),
titled “Systems and Methods for Redirecting Users Having Transparent
Computer Access to a Network Using a Gateway Device Having Redirection
Capability.” Nomadix owns the *894 patent by assignment. A copy of the *894
patent is attached hereto as Exhibit 5. Reexamination of the ’894 patent was
requested on or around September 24, 2004, and the ensuing reexamination
resulted in confirmation of the patentability, without amendment, of Claims 1-
11 of the ’894 patent. A copy of the Ex Parte Reexamination Certificate for the
*894 patent is attached hereto as Exhibit 6.
10.  On March 20, 2007, the United States Patent and Trademark Office
duly and lawfully issued U.S. Patent No. 7,194,554 (“the ’554 patent™), titled
“Systems and Methods for Providing Dynamic Network Authorization
Authentication and Accounting.” Nomadix owns the ’554 patent by
assignment. A copy of the ’554 patent is attached hereto as Exhibit 7.
11. OnMarch 15, 2005, the United States Patent and Trademark Office
duly and lawfully issued U.S. Patent No. 6,868,399 (“the *399 patent™), titled
“Systems and Methods for Integrating a Network Gateway Device with |
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Management Systems.” Nomadix owns the ’399 patent by assignment. A copy
of the ’399 patent is attached hereto as Exhibit 8.

12.  On February 15, 2005, the United States Patent and Trademark
Office duly and lawfully issued U.S. Patent No. 6,857,009 (“the *009 patent™),
ti.tled “System and Method for Network Access Without Reconfiguration.”
Nomadix owns the *009 patent by assignment. A copy of the *009 patent is
attaqhed hereto as Exhibit 9. |

13. Nomadix has marked the gateway devices it has manufactured and
sold under the ’892, *727, _’894, ’554, ’399, and *009 patents with the numbers of
those patents in accordance with 35 U.S.C. § 287().

CLAIM 1: CLAIM FOR INFRINGEMENT OF
U.S. PATENT NO. 6,130.892 BY SOLUTIONINC

14. Nomadix repeats, realleges and incorporates by reference the

allegations set forth in paragraphs 1--13 of this Complaint.

15. This s a claim for patent infringement arising under the patent laws
of the United States, Title 35 of the United States Code.

16. Without authority, Solutionlnc, through its agents, employees and
servants, has manufactured, used, promoted, offered for sale, and/or sold within
the United States, and/or iml:;orted into the United States products covered by one
or more claims of the *892 patent, has actively induced others to do the same
and/or has contributed to others’ performance of the same. Solutionlnc has
thereby infringed, actively induced others to infringe and/or coniributed to others’
infringement of one or more claims of the 892 patent in violation of 35 US.C. §
271, including 35 U.S.C. §§ 271(a), (b) and/or (c). This infringement is currently
If ongoing. The 'products relating to SolutionInc’s infringement include devices

incorporating SolutionInc’s SolutionIP product and/or network gateway devices

| that connect computers and mobile devices to networks.

17.  Upon information and belief, SolutionInc’s infringement of the *892
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patent will continue unless enjoined by this Court. i

18.  Upon information and belief, SolutionInc has derived, received, and
will continue to derive and receive gains, profits and advantages from the
aforesaid acts of iﬁfringement of the ’892 patent in an amount that is not present.ly
known to Nomadix. Due to the infringement of the 892 patent by Solutionlnc,
Nomadix has been damaged and is entitled to monetary relief in an amount to be
determined at trial.

19.  Unless Solutionlnc is enjoined from infringing the ’892 patent,
Nomadix will continue to suffer irreparable injury for which it has no adequate
remedy at law.

CLAIM 2: CLAIM FOR INFRINGEMENT OF
U.S. PATENT NO. 7,088,727 BY SOLUTIONINC

20. Nomadix repeats, realleges and incorporates by reference the

.allégation's set forth in paragraphs 1-19 of this Complaint.

21. This is a claim for patent infringement arising under the patent laws
of the United States, Title 35 of the United States Code.
22.  Without authority, Solutionlnc, through its agents, employees and

servants, has manufactured, used, promoted, offered for sale, and/or sold within

| the United States, and/or imported mnto the United States products covered by one

or more claims of the 727 patent, has actively induced others to do the same
and/or has contributed to others’ performance of the same. SolutionInc has
thereby infringed, actively induced others to infringe and/or contributed to others’
iﬁﬁ“ingement of one or more claims of the ’727 patent in violation of 35 U.S.C. §
271, including 35 U.S.C. §§ 271(a), (b) and/or (c). This infringement is currently
ongoing. The products relating to SolutionIne’s infringement include devices
incorporating Solutidnlnc’s SolutionlP product and/or network gateway devices
that connect computers and mobile devices to networks.

23.  Upon information and belief, SolutionInc’s infringement of the *727
4-
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patent will continue unless enjoined by this Court. ._

24.  Upon information and belief, SolutionInc has derived, received, and
will continue to derive and receive gains, profits and advantages from the
aforesaid acts of infringement of the *727 patent in an amount that is not presently
known to Nomadix. Due to the infringement of the *727 patent by SolutionlInc,
Nomadix has been damaged and is entitled to monetary relief in an amount to be
determined at irial. |

25.  Unless SolutionInc is enjoined from inﬁinging the *727 patent,
Nomadix will continue to suffer irreparable injury for which it has no adequate
remedy at law.

CLAIM 3: CLAIM FOR INFRINGEMENT OF
U.S. PATENT NO. 7,554.995 BY SOLUTIONINC

26. Nomadix repeats, realleges and incorporates by reference the

allegations set forth in paragraphs 1-25 of this Comi)laint.

27. This is a claim for patent infringement arising under the patent laws
of the United States, Title 35 of the United States Code.

28.  Without authority, Solutionlnc, through its agents, employees and
servants, has manufactured, used, promoted, offered for sale, and/or sold within
the United States, and/or imported into the United States products covered by one
or more claims of the *995 patent, has actively induced others to do the same
and/or has contributed to others’ performance of the same. Solutionlnc has
thereby infringed, actively induced others to infringe and/or contributed to others’
infringement of one or more claims of the *995 patent in violation of 35 U.S.C. §
271, including 35 U.S.C. §§ 271(a), (b) and/or (c). This infringement is currently
6ngoing. The products relating to Solutionine’s inﬁ*ingetﬁent include devices
incorporating SolutionInc’s SolutionIP product and/or network gateway devices
that connect computers and mobile devices to networks.

29.  Upon information and belief, SolutionInc’s infringement of the 995
-5-
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patent will continue unless enjoined by this Court.

30. Upon information and belief, SolutionInc has derived, received, and
will continue to derive and receive gains, profits and advantages from the
aforesaid acts of infringement of the 995 patent in an amount that is not presently
known to Nomadix. Due to the infringement of the *995 patent by SolutionlInc,
Nomadix has been damaged and is entitled to monetary relief in an amount to be
determined at trial.

31. Unless SolutionInc is enjoined from infringing the 995 patent,
Nomadix will continue to suffer irreparable injury for which it has no adequate
remedy at law.

CLAIM 4: CLAIM FOR INFRINGEMENT OF
U.S. PATENT NO. 6,636.894 BY SOLUTIONINC

32. Nomadix repeats, realleges and incorporates by reference the

allegations set forth in paragraphs 1-31 of this Complaint.

33. This is a claim for patent infringement arising under the patent laws
of the United States, Title 35 of the United States Code.

34. Without authority, SolutionInc, through its agents, employees and
servants, has manufactured, used, promoted, offered for sale, and/or sold within
the United States, and/or imported into the United States products covered by one
or more claims of the 894 patent, has actively induced others to do the same
and/or has contributed to others’ performance of the same. SolutionInc has
thereby infringed, actively induced others to infringe and/or contributed to others
infringement of one or more claims of the 894 patent in violation of 35 U.S.C. §
271, including 35 U.S.C. §§ 271(2), (b) and/or (c). This infringement is currently
ongoing. The products relating to Solutionlne’s infringement include devices
incorporating Solutionlnc’s SolutionIP product and/or network gateway devices
that connect computers and mobile devices to networks, and that facilitate related
functions including, inter alia, redirection.
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35.  Upon information and belief, SolutionInc’s infringement of the 894
patent will continue unless enjoined by this Court.

36. Upon information and belief, SolutionInc has derived, received, and
will continue to derive and receive gains, profits and advantages from the
aforesaid acts of infringement of the *894 patent in an amount that is not presently
known to Nomadix. Due to the infringement of the *894 patent by Solutionlnc,
Nomadix has been damaged and is entitled to monetary relief in an amount to be
determined at trial.

37. Unless SolutionInc is enjoined from infringing the 894 patent,
Nomadix will continue to suffer irreparable injury for which it has no adequate
remedy at law.

CLAIM 5: CLAIM FOR INFRINGEMENT OF
U.S. PATENT NO. 7,194,554 BY SOLUTIONINC

38. Nomadix repeats, realleges and incorporates by reference the

allegations set forth in paragraphs 1-37 of this Complaint.

39,  This is a claim for patent infringement arising under the patent laws
of the United States, Title 35 of the United States Code.

40. Without authority, SolutionInc, through its agents, employees and
servanis, has manufactured, used, promoted, offered for sale, and/or sold within
the United States, and/or imported into the United States products covered by one
or more claims of the *554 patent, has actively induced others to do the same
and/or has contributed to others’ performance of the same. SolutionInc has
thereby infringed, actively induced others to infringe and/or contributed to others’
infringement of one or more claims of the *554 patent.in violation of 35 U.S.C. §
271, including 35 U.S.C. §§ 271(a), (b) and/or {c). This infringement is currently
ongoing. The products relating to SolutionInc’s infringement include devices
incorporating SolutionInc’s SolutionIP product-and/or network gateway devices

that connect computers and mobile devices to networks, and that facilitate related

-7-
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functions including, inter alia, authentication.

41. Upon information and belief, SolutionInc’s infringement of the *554
patent will continue unless enjoined by this Court.

42.  Upon information and belief, SolutionInc has derived, received, and
will continue to derive and receive gains, profits and advantages from the
aforesaid acts of infringement of the *554 patent in an amount that is not presently
known to Nomadix. Due to the infringement of the *554 patent by Solutioninc,
Nomadix has been damaged and is entitled to monetary relief in an amount to be
determined at trial.

43. Unless Solutionlnc is enjoined from infringing the ’554 patent,
Nomadix will continue to suffer irreparable injury for which it has no adequate
remedy at law.

CLAIM 6: CLAIM FOR INFRINGEMENT OF
U.S. PATENT NO. 6,868,399 BY SOLUTIONINC

44. Nomadix repeats, realleges and incorporates by reference the

allegations set forth in paragraphs 1-43 of this Complaint.

45, This is a claim for patent infringement arising under the patent laws
of the United States, Title 35 of the United States Code.

46.  Without authority, SolutionInc, through its agents, employees and
servants, has manufactured, used, promoted, offered for sale, and/or sold within
the United States, and/or imported into the United States products covered by one
or more claims of the 399 patent, has actively induced others to do the same
and/or has contributed to others’ performance of the same. Solutionlnc has
thereby infringed, actively induced others to infringe and/or contributed to others’
infringement of one or more claims of the 399 patent in violation of 35 U.S.C. §
271, including 35 U.S.C. §§ 271(a), (b) and/or (c). This infringement is currently
ongoing. The products relating to SolutionInc’s infringement include devices

incorporating - Solutionlnc’s SolutionIP product and/or network gateway devices

-8-
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that connect computers and mobile devices to networks, and that facilitate related
functions including, infer alia, integrated billing.

47. Upon information and belief, SolutionInc’s infringement of the ’399
patent will continue unless enjoined by this Court. _

48. - Upon information and belief, SolutionInc has derived, received, and
will continue to derive and receive gains, profits and advantages from the
aforesaid acts of infringement of the *399 patent in an amount that is not presently
known to Nomadix. Due to the infringement of the 399 patent by Solutionlnc,
Nomadix has been damaged and is entitled to monetary relief in an amount to be
determined at trial.

49.  Unless Solu’tioﬁInc is enjoined from infringing the ’399 patent,
Nomadix will continue to suffer irreparable injury for which it has no adequate
remedy at law.

CLAIM 7;: CLAIM FOR INFRINGEMENT OF
U.S. PATENT NO. 6,857,009 BY SOLUTIONINC

50. Nomadix repeats, realleges and incorporates by reference the

allegations set forth in paragraphs 149 of this Complaint.

51.  This is a claim for patent infringement arising under the patent laws
of the United States; Title 35 of the United States Code.

52. - Without authority, Solutionlnc, through its agents, employees and
servants, has manufactured, used, promoted, offered for sale, and/or sold within
the United States, and/or imported into the United States products covered by one
or more claims of the 009 patent, has actively induced others to do the same
and/or has contributed to others’ performance of the same. SolutionInc has
thereby infringed, actively induced others to inﬁ*inge and/or coniributed to others’
infringement of one or more claims of the 009 patent in violation of 35USC. §
271, including 35 US.C. §8 271(a), (b) énd/or (c). This infringement is curreritly
ongoing. The products relating to SolutionInc’s infringement include devices
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incorporating SolutionInc’s SolutionIP product and/or network gateway devices

that connect computers and mobile devices to networks, and that facilitate related

“functions including, infer alia, proxy service.

- 53, Upon information and belief, Solutionlnc’s infringement of the 009
patent will continue unless enjoined by this Court.

54. . Upon information and belief, SolutionInc has derived, received, and
will continue to derive and receive gains, profits and advantages from the
aforesaid acts of infringement of the 009 patent in an amount that is not presently
known fo Nomacli.x. Due to the infringement of the *009 patent by Solutionlnc,
Nomadix has been damaged and is entitled to monetéry— relief in an amount to be
determined at_trial..

55.  Unless Solutionlnc is enjoined from infringing the ’009 patent,
Nomadix will continue fo suffer irreparable injury for which it has no adequate
remedy at law.

PRAYER FOR RELIEF
- Nomadix respectfully prays for:

A.  An order adjudging Solutionlnc to have infringed each of the *892,

727,995, *894, *554, 399, and *009 patents;

B. A permanent injunction enjoining Solutionlnc, as well as its officers,

agents, servants, employees, and attorneys and those persons in active concert or:
participation with Solutionlnc, from infringing the *892, 727, 995, ’894, *554
’399, and 009 patents;

C.  An accounting of all gains, profits, and advantages derived by
SolutionInc’s infringement of the 892, *727, 7995, *894, °554, *399, and 009
patents and an award of damages adequate to compensate ‘Nomadix for
SolutionInc’s infringement of the ’892, *727, *995, 894, ’554, >399, and ’009

patents;

-10-
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D. An award of pre-judgment and post-judgment interest and costs of

this action against ScluticnInc;

E.  An award to Nomadix of its attorneys’ fees incurred in connection

with this action; and

F.  Such other and further relief as the Court deems just and proper.

Dated: /// ‘7//5.9/ O

Respectfully submitted,
KNOBBE, MARTENS, OLSON & BEAR, LLP

" John B. Séazﬁ/%a It
Douglas uehlhauser
Pe D Oldham
Mark Lezama
Alan G. Laquer
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) DEMAND FOR JURY TRIAL
2 Pursuant to Rule 38(b) of the Federal Rules of Civil Procedure, Plaintiff
3| Nomadix, Inc. hereby demands a trial by jury on all issues so triable.
4 Respectfully submitted,
5 KNOBBE, MARTENS, OLSON & BEAR, LLP
6
’ Dated:_/.// 7/«2—9/@ By
8 7 John B. Sganga, Jr.
g Pone b, Oldnam "
10 1\zﬁx/[lz'jill.l (%e Egtclllger
11
7]
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
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Short et al. 451 Date of Patent: Oct. 10, 2000
[54] NOMADIC TRANSLATOR OR ROUTER 6,006,272 12/1999 Aravamudan et al. ..........c..... 709/245
6,012,088  2/2000 Liet al. .cccoeevecvrueneenreneccne 709/219
[75] Inventors: Joel E. Short; Leonard Kleinrock,
both of Los Angeles, Calif. OTHER PUBLICATIONS
Egevang, IP Network Address Translator, Network Working
[73] Assignee: Nomadix, Inc., Westlake Village, Calif. Group RFC 1631, pp. 1-10, May 1994.
Joel E. Short; “Auto—Porting and Rapid Protyping with
[21] Appl. No.: 09/041,534 Application to Wireless and Nomadic Network Algorithms,
S A dissertation submitted in partial satisfaction of the require-
(22] Filed: Mar. 12, 1998 ments for the degree of Doctor of Philosophy in Computer
N Science,” University of California, Los Angeles; Published
Related U.S. Application Data Oct. 26, 1996; pp. xv, 118-124; Copyright Jan. 16, 1997.
[63] Continuation-in-part of application No. 08/816,174, Mar. . . :
12, 1997, abandoned. Primary Examiner—Ricky Ngo
Assistant Examiner—Steven Nguyen
[51] Imt. CL7 oo, HO4L. 12/56; HO4J 3/16 Attorney, Agent, or Firm—Brooks & Kushman P.C.
[52] US.Cl ... 370/401; 370/338; 370/466
[58] Field of Search ...........ccvcnvcnenunnee 370/338, 389, [57] ABSTRACT
370/390, 392, 393, 395, 397, 400, 401, A nomadic router or translator enables a laptop computer or
402, 404, 406, 409, 465, 463, 466, 467, other portable terminal which is configured to be connected
350, 252, 254, 255, 408, 455/432, 433, to a home network to be connected to any location on the
456; 340/825.07, 825.2, 825.21; 709/220, internet or other digital data communication system. The
221, 222, 223, 219, 226, 229, 230, 245 router automatically and transparently re-configures the ter-
minal to its new location and processes outgoing and incom-
[56] References Cited ing data. The router includes a processor which appears as
the home network to the terminal, and appears as the
U.S. PATENT DOCUMENTS terminal to the communication system. The terminal has a
5,159,502 10/1992 Perkins 370/338 permanent address, th.e router ha.s a router or translator
5309437 5/1994 Perlman ... . 370/408 address, and the terminal transmits outgoing data to the
5,371,852 12/1994  AUANASIO ovovveeeerrerereerrerrrsrne 370/402  System including the permanent address as a source address.
5,412,654 5/1995 PErKINS weomoeeveeeoeeeereeseeerressssssen 370/338  The processor translates the outgoing data by replacing the
5,557,748 9/1996 NOITIS .oeooowermmerecereecrreecrmeecnnes 700/219 ~ permanent address with the router address as the source
5,586,269 12/1996 Kubo . address. The terminal receives incoming data from the
5,636,216 6/1997 Fox et al. .oovevrvereireececenee 370/402 system including the router address as a destination address,
5,708,655  1/1998 Toth et al. . ... 370/313 and the processor translates the incoming data by replacing
5,751,971 5/1998 Dobbins .... ... 7097225 the router address with the permanent address as the desti-
5,781,552 7/1998 Hashimoto .... .. 370/447 nation address. Alternatively, the terminal can be directly
5,790,541 8/1998 Patrick et al. .. 370/392 connected to a point on a local network, and the router
5,793,763 /1998 Mayes et al. ... - 370/389 connected to another point on the network. The router can be
5,798,706 8/1998 Kraemer et al. .. - 370/401 employed to implement numerous applications including
gﬂggi’ggﬁ 151222 81(;’“0“6 etal. . %gggg nomadic e-mail, network file synchronizer, database
,854, ole ceevrirrrienen . . [
St 11500 Out I ity e it vtk nomadc el nd e
5,909,549  6/1999 Complement ..... .. 709/223 router
5,915,119  6/1999 Cone ...... ... 709/223 :
5,918,016  7/1999 Brewer .. 709/220
5,920,699  7/1999 Bare ......cccocoevveniiinenieineneeienes 709/223 8 Claims, 10 Drawing Sheets
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NOMADIC TRANSLATOR OR ROUTER

CROSS-REFERENCE TO RELATED
APPLICATION

This application is a continuation-in-part of U.S. patent
application Ser. No. 08/816,174, entitled “NOMADIC
ROUTER?”, filed Mar. 12, 1997, by Joel E. Short et al, now
abandoned.

STATEMENT REGARDING FEDERALLY
SPONSORED RESEARCH OR DEVELOPMENT

The U.S. government may have rights in this invention as
provided for by the terms of Contract No. DAAHO01-97-C-
R179 awarded by DARPA.

TECHNICAL FIELD

The present invention generally relates to the art of digital
communications, and more specifically to a portable trans-
lator or router which enables a user digital communication
terminal to be location and device transparent.

BACKGROUND ART

User digital communication addresses such as internet or
IP addresses are conventionally associated with a fixed
physical location, such as a user’s business telephone line.
However, portable communication devices such as laptop
computers are becoming increasingly popular, and it is
common for a user to access the internet from locations as
diverse as hotel rooms and airplanes.

Digital communication networks are set up to route
communications addressed to a communication address to
the associated physical location. Thus, if a laptop computer
is connected to a remote location, communications to and
from the computer will not be associated with the user’s
communication address.

In order for a computer (host) to communicate across a
network (e.g., the internet), software protocols (e.g., Trans-
port Control Protocol/Internet Protocol (TCP/IP)) must be
loaded into the host. A host computer sends information (i.e.,
packets of data) to devices on the network (routers) which
receive the packets and send the packets back to the desti-
nation host.

The destination host will route replies back using a similar
process. Each host computer and router must be configured
so it will know who to send the packets of data to. A router
will receive the packets only if the host computers specifi-
cally send (address) the packets to that router. If a host is
configured incorrectly (bad address), then the host computer
and router will be unable to communicate.

With the advent of mobile computers (laptops) and the
desire to plug them into various networks to gain access to
the resources on the network and internet, a mobile com-
puter must be configured for each network it plugs into.
Traditionally this new configuration can be done either (i)
manually in software on the mobile computer (usually
causing the mobile computer to be restarted to load in the
new configuration), or (ii) with a new set of protocols which
must be utilized on the mobile computer to obtain the
configuration information from a device on the network to
which the computer is being connected. When new services
(protocols) are created to add functionality to the host
computers, these new protocols must be updated in the host
computers or routers, depending upon the type of new
functionality being added.

DISCLOSURE OF INVENTION

In accordance with the present invention, a portable
“Nomadic” router or translator enables a laptop computer or
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other portable terminal which is configured to be connected
to a local home network to be connected to any location on
the internet or other digital data communication system. The
nomadic router automatically and transparently
re-configures the terminal to its new location and processes
outgoing and incoming data.

The nomadic router includes a processor which appears as
the home network to the terminal, and appears as the
terminal to the communication system. The terminal has a
permanent address, the nomadic router has a router address,
and the terminal transmits outgoing data to the system
including the permanent address as a source address. The
processor translates the outgoing data by replacing the
permanent address with the router address as the source
address. The terminal receives incoming data from the
system including the router address as a destination address,
and the processor translates the incoming data by replacing
the router address with the permanent address as the desti-
nation address.

The terminal can be directly connected to a point on a
local network, and the nomadic router connected to another
point on the network. The nomadic router can be employed
to implement numerous applications including nomadic
e-mail, network file synchronizer, database synchronizer,
instant network, nomadic internet, mobile virtual private
network and trade show router, and can also be utilized as a
fixed nomadic router.

The nomadic router can be implemented as software
and/or hardware. The nomadic router establishes location
and device transparency for a digital communication termi-
nal such as a laptop computer. The terminal can be con-
nected to any of a variety of networks and locations which
can employ a variety of communication interface devices.

The nomadic router automatically converts the actual
location address to a unique communication address for the
user such as an internet address, such that the terminal
performs communications originating from the communica-
tion address regardless of the physical location of the
terminal.

The nomadic router also automatically configures the
terminal to utilize a selected one of the interface devices, and
switches from one to another if the first device malfunctions
or becomes otherwise unavailable.

The nomadic router includes software and services which
can be packaged in a personal portable device to support a
rich set of computing and communications capabilities and
services to accommodate the mobility of nomads (users) in
a transparent, integrated, and convenient form. This is
accomplished by providing device transparency and location
transparency to the user.

There is a vast array of communication device alternatives
such as Ethernet, Wireless LAN, and dialup modem among
which the users switches when in the office, moving around
the office, or on the road (such as at a hotel, airport, or
home). The device transparency in the nomadic router
provides seamless switching among these devices (easily,
transparently, intelligently, and without session loss). The
location transparency support in the nomadic router prevents
users from having to reconfigure (e.g., IP and gateway
address) their network device (laptop) each time they move
to a new network or subnetwork.

The present nomadic router provides a separation of
location and identity by providing a permanent IP address to
the network device (host). The nomadic router provides
independence between the location, communication device,
and the host operating system. There are no new standards
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which need to be adopted by the networking community. All
specialized processing is stored internally to the nomadic
router with standard interfaces to the host device and various
communication devices.

The nomadic router supports the migration to Network
Computers by providing identity and security services for
the user. The nomadic router also supports multiple parallel
communication paths across the communications network
for soft handoff, increased throughput, and fault tolerance by
supporting multiple communication substrates.

A portable router for enabling a data communication
terminal to be location and device transparent according to
the present invention, comprises: a first module for storing
a digital communication address of a user; a second module
for detecting a data communication network location to
which the terminal is connected; a third module for detecting
communication devices that are connected to the terminal; a
fourth module for establishing data communication between
the terminal and the network such that the communication
address of the location from the second module is automati-
cally converted to the communication address of the user
from the first module; and a fifth module for automatically
selecting a communication device which was detected by the
third module for use by the fourth module.

The present nomadic router utilizes a unique process
embodied in a self-contained apparatus which manipulates
the packets of data being sent between the host computers
and routers. This process provides an intelligent active
universal translation of the content of the packets being
transmitted between the host computer and nomadic router.
The translation allows the host computer to communicate
with the nomadic router even when the host computer is not
configured to communicate with the nomadic router.

This is achieved by the nomadic router pretending to be
the router which the host is configured for, and by the
nomadic router pretending to be the host which the router
expects to communicate with. Therefore, the nomadic router
supports the mobility of computers in that it enables these
computers to plug into the network at different locations
(location independence) without having to install, configure,
or utilize any new protocols on the mobile computer.

The mobile computer continues to operate without being
aware of the change in location or new configuration, and
the nomadic router translates the data allowing the host to
think that it is communicating with the router. By putting
this process in a self-contained apparatus, the deployment of
new protocols can be performed independently of the host
computer and its operating system (host independent).

All specialized processing and translation is stored inter-
nally in the nomadic router with standard interfaces to the
host device and various communication devices. Thus, no
new standards need be adopted. By removing the complex-
ity of supporting different network environments out of the
mobile computer and into this self-contained apparatus, the
nomadic router allows the host computer to maintain a very
minimal set of software protocols and functionality (e.g., the
minimum functionality typically installed in network
computers) to communicate across the network.

The nomadic router translation ability also enables the use
of alternate communication paths (device independence)
without the host computer being aware of any new commu-
nication device that utilizes an alternate communication
path. The translation of the packets is done not just at the
physical, link, or network layer of the protocol stack but at
the transport and application layers as well. This allows the
network card, protocol stack, and application running on the
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host computer to be independent of the network environ-
ment and configuration.

As an example of the communication device
independence, the translation allows soft handoff, increased
throughput, and fault tolerance by supporting multiple com-
munication substrates. In addition, the nomadic router trans-
lation ability provides a flexible process for deploying
enhanced nomadic and mobile computing software and
services such as filtering of packets and determining which
packets should be allowed to be transmitted between the
mobile computer and the nomadic router or local area
network (Internal Firewall).

The router apparatus can be: (i) carried with the mobile
user (e.g., using an external box); (ii) attached to the mobile
computer (e.g., PCMCIA card); (iii) installed inside the
mobile computer (e.g., a chip in the laptop); (iv) or installed
into the network infrastructure so it will already be there
when the mobile computer user arrives (e.g., a box which
plugs into the local area network translating packets being
sent between the host and nomadic router, or a chip which
is installed in routers on the network). The nomadic router
can also be provided in the form of software which is loaded
and executed in the mobile computer or another computer or
router on a network.

These and other features and advantages of the present
invention will be apparent to those skilled in the art from the
following detailed description, taken together with the
accompanying drawings, in which like reference numerals
refer to like parts.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 is a diagram illustrating the implementation of the
present nomadic router between the host computing device
and various communication devices through standard inter-
faces;

FIG. 2 is a diagram illustrating the basic nomadic router
architecture, which is referred to as the hardware implemen-
tation architecture;

FIG. 3 is a flowchart illustrating a configuration overview
of the basic steps performed when a host device is attached
to the present nomadic router and when a network interface
is attached to the router;

FIG. 4 is a flowchart illustrating the router’s automatic
adaptation to the host device when the first data packet from
the host is sent to the attached router or when an activation
interrupt or signal is received;

FIG. 5 is a flowchart illustrating the process by which the
router initializes and checks the various communication
device interfaces for initialization, activation, etc.;

FIG. 6 is a diagram illustrating the basic nomadic router
architecture when implemented as software in the host
device;

FIGS. 7a to 7g are diagrams illustrating protocol stack
implementations for various network devices, and the trans-
lation function happening at all layers of the protocol stack
in the nomadic router;

FIG. 8 is a flowchart illustrating the nomadic router’s
proxy ARP packet interception and host reconfiguration
process;

FIGS. 9a and 9b in combination constitute a flowchart
illustrating the nomadic router’s translation process which
takes place in the host computer and nomadic router at
various levels in the protocol stack;

FIG. 10 is a diagram illustrating the architecture of the
nomadic router implemented as a hardware device including
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a microcontroller and a non-volatile memory for storing
algorithms implementing the translation function;

FIG. 11 is a diagram illustrating the architecture of the
nomadic router apparatus implemented as an Application
Specific Integrated Circuit (ASIC) chip;

FIGS. 12a to 124 are diagrams illustrating host and
network interface modes in which the nomadic router is able
to operate;

FIG. 13 is a simplified perspective view illustrating the
nomadic router as implemented in a self-contained box
which connects onto a local area network via a network
interface port and has multiple ports to connect to host
computers;

FIG. 14 is a simplified perspective view illustrating the
nomadic router apparatus as implemented on a PCMCIA
Type III card where the nomadic router plugs into the host
computer’s type II slot and the communication card device,
of Type II, plugs directly into the nomadic router so both
may be powered and stored in the portable host computer;
and

FIG. 15 is a simplified perspective view illustrating the
nomadic router as implemented on a PCMCIA Type II card
where the nomadic router plugs into the host computer via
a type II interface slot and where the communication card
device, Type II, plugs into the nomadic router type II card.

MODE(S) FOR CARRYING OUT THE
INVENTION

Basic Nomadic Router
Well-defined Standard Interfaces:

FIG. 1 illustrates a “Nomadic” translator or router 10
embodying the present invention as being connected
between a host device or computer 12 and a communications
device 14. The host device 12 is a laptop computer or other
fixed or mobile digital data communication terminal which
is sufficiently portable or mobile that it can be carried from
one location to another. A laptop computer, for example, can
be used in any convenient location such as an airplane,
customer’s office, home, etc.

The communications device 14 can be part of any type of
communication system to which the host computer 12 can
be connected. Such communication systems include, but are
not limited to, local networks, wide area networks, dial-up
and direct internet connections, etc. In a typical application,
the communications device will connect the host computer
to a local network which itself is connected to the internet.
Thus, the host device 12 is able to communicate with an
unlimited number of networks and nodes which are them-
selves interconnected with routers, switches, bridges, etc. in
any known manner.

The present router 10 includes a terminal interface 10a
which normally is used to connect the router 10 to the host
device 12, and a system interface 10b which connects the
router 10 to the communications device 14. As will be
further described below, the router 10 generally includes a
processor consisting of hardware and/or software which
implements the required functionality. The router 10 is
further configured to operate in an alternate mode in which
the host device 12 is connected directly to a network, and the
router 10 is also connected to a point in the network via the
system interface 10b. In this case, the terminal interface
10as is unused.

Although the device 10 is described herein as being a
router, it will be understood that the router 10 is not a
conventional router in that it includes the capability for
providing interconnectability between networks. Instead, the
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present router 10 is essentially a translator which enables the
host device 12 to be automatically and transparently con-
nected to any communications device 14, and process
incoming and outgoing data for the device 12.

The host device 12 is provided with a permanent internet
address which is conveniently not changed in accordance
with the present invention. The device 12 is also initially
configured to communicate with a particular gateway or
other home device at its base location. The gateway has a
home address which the device 12 attempts to locate when
it is connected to any communication system. Without the
functionality of the present nomadic router 10, the host
device 12 would not be able to operate at a remote location
because it would not find its gateway.

It will be understood that the term “home” does not relate
to a residence, but is the network, gateway or other com-
munication device or system to which the terminal is nor-
mally connected and which corresponds to the home internet
or IP address.

FIG. 1 further illustrates a top protocol layer 16 repre-
senting the host computing device 12 which generates and
consumes data that is transferred through the communica-
tions device 14. This interface 16 is done just below the IP
layer, and above the link layer in the typical OSI/ISO model.
In the middle is a layer 18 which represents the router 10 and
whose function it is to adaptively configure and utilize the
underlying communications device and provide the router
support described herein. A lower layer 20 is a physical
communication which carries out the communication
(potentially wire-lined Internet based, ad-hoc or wireless) as
made available and determined for use by the nomadic
router or user. Between the router layer 18 and the layers 16
and 20 are interfaces 22 and 24 which the router 10 identifies
and configures dynamically.

The present router operates with host computers, routers,
and other network devices through well-defined standard
interfaces such as specified by the IETF (Internet Engineer-
ing Task Force) and IEEE standardization committees.
These standards specify the packet format, content, and
physical communication characteristics. As shown in FIG.
7a, host computers have to be configured at various layers
of the protocol stack depending on the communication
capabilities and configuration of the current network.

Hubs, as shown in FIG. 7b, provide a well defined
interface to connect host computers and network devices by
transmitting packets across multiple physical connections.
Hubs do not provide any manipulation or translation of the
content of the packets being transmitted.

Bridges or switches, as shown in FIG. 7¢, provide an
intelligent filtering mechanism by which they only transmit
packets across multiple physical connections based upon
which physical connection the device is connected to,
according to the link layer addressing (Media Access Con-
trol Address). Bridges and switches do not manipulate the
content of the packet and do not provide any higher layer
protocol functionality.

Routers, as shown in FIG. 7d, accept packets based upon
the destination address at the network layer in the packet.
The host computer must explicitly address the packet at the
link layer to the router. The router will then retransmit the
packet across the correct physical connection based upon
how it is configured. No modification or translation of the
packet is performed at any layer of the protocol stack other
than the network layer.

Firewalls, as shown in FIG. 7e, filter packets at the
network and transport layers to only allow certain packets to
be retransmitted on to the other physical connection. Fire-
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walls do not manipulate the content of the packet, only
forward it on to the next hop in the network if it passes the
transport (port) or network (IP address) filter.

Proxys and gateways, as show in FIG. 7f, only receive
packets explicitly addressed to them by host computers.
They only manipulate packets at the application level. The
present nomadic router 10, as shown in FIG. 7g, manipulates
the content of the packets at the link, network, transport, and
application layers of the protocol stack to provide a trans-
lation between how the host computer is configured and the
configuration of the network to which the host computer is
currently attached to.

Unlike all other devices shown in FIGS. 7a to 7f, the
router 10 will automatically intercept and translate packets
without the other devices being aware of the router 10 or
being configured to use it. The translation algorithms in the
router 10 which provide this location independence are
provided completely internal to the router 10. Thus no new
standards need to be developed, accepted, or implemented in
host computers 12 or routers 26 to deploy new network
services when using the nomadic router.

Whenever a new or different communication device
(which includes the link and physical layers) is utilized in a
host computer 12, the host computer’s network layer must
be aware of this new communication device. Since the router
10 has it’s own network interface to the communication
device, alternate communication devices can be utilized in
the router 10 which the host computer 12 can utilize but does
not have to be configured to use.

Permanent Addressing not Location Based

Today we communicate with individuals in terms of the
location of their communications instruments (for instance,
their computer’s IP address or their fax machine’s phone
number). In order to support mobility and changing com-
munication environments and devices, it is necessary to
create an environment where people communicate with
other people, and not specifically with the devices they use.
To transparently support mobility and adaptivity in a
wireless, potentially ad-hoc, communication internetwork, a
common virtual network must be provided by an intelligent
device or agent which supports the various computing hosts
and communication devices.

The present nomadic router 10 provides the mapping
between the location based IP address used in the Internet
today and the permanent user based address housed in the
host CPU in the device 12. This is illustrated in FIG. 2 as “IP
Mapping”. This mapping is done without support or knowl-
edge of such mapping by the host CPU or user.

The Internet RFC 2002 Mobile IP protocol specifies the
mapping between permanent and temporary IP addresses.
The unique aspect of the nomadic router is that the Mobile
IP protocols are not necessarily running in, or supported by,
the host CPU but rather are internal to the nomadic router.
The host configuration information such as its IP number are
discovered or determined as illustrated in FIG. 4 and stored
in the nomadic router 10 as illustrated in FIG. 2 as “Host
Info.” This configuration process is overviewed in FIG. 3.
Optional Off-loaded Processing

As illustrated in FIG. 2, the nomadic router 10 can provide
off-load communication processing for the host CPU by
being physically separate from the host device 12. The
adaptation, selection, and transportation of information
across the network is performed by the nomadic router 10.
This allows the host terminal or device 12 to utilize the
network without having to directly support the network
protocols. By having the nomadic router be responsible for
adapting to the current network substrate, the host CPU can
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maintain a higher performance by not having to run the
routing, adaptation, packetization, etc. algorithms or packet
processing.

The nomadic router can also queue, transmit, and receive
data independent of whether or not the host device 12 is
available or even attached. The CPU 11 built into the
nomadic router 10 provides all necessary computing rou-
tines to be a fully functional network co-processor indepen-
dent of the host CPU. This will allow increased battery for
the user since the nomadic router does not have numerous
user I/O devices as does the host device 12.

Location Independence

The instant network nomadic router provides the ability to
provide ubiquitous and reliable support in a location inde-
pendent fashion. This removes any burden on the user for
device reconfiguration (e.g., IP address configuration, gate-
way or next hop router address, netmask, link level
parameters, and security permissions) or data transmission.

The problem with existing protocol stacks is that com-
municating devices have to be reconfigured every time the
communication environment changes. TCP/IP requires a
new network, node and gateway number. Appletalk will
automatically choose an unused node number and discover
the network number, but all open communications are lost
and services have to be restarted to begin using the new
information.

This occurs, for example, when a PowerBook is plugged
into a network, put to sleep, and then powered up in a
different network. All network services are restarted upon
wakeup, and network applications get confused if they are
not restarted. The nomadic router solves this problem by
providing temporary as well as permanent network and node
numbers similar to that provided by Mobile IP. However, the
nomadic router will also work with other protocol stacks
(e.g., AppleTalk).

Mobile IP provides location independence at the network
level and not at the link level. All link level parameters,
which are device specific, will be automatically configured
as illustrated in FIG. 5 when a new communications
(network interface) device is attached to the nomadic router.
The nomadic router completely eliminates the need for
manual configuration by adaptively supporting device inde-
pendence.

Multiple Substrates (Device Independence)

Another innovative feature of the nomadic router is the
support for simultaneous use of multiple communication
substrates. This is illustrated in FIG. 2 as “Device Selec-
tion”. Users should be able to utilize two or more commu-
nication substrates, either to increase throughput or to pro-
vide soft-handoff capability. This functionality is not
supported in today’s typical protocol stacks (e.g., TCP/IP or
AppleTalk).

For example, via the “network” control panel, the user can
select between communications substrates such as
EtherTalk, LocalTalk, Wireless, ARA, etc., but cannot
remotely login across EtherTalk while trying to print via
LocalTalk. Routers are typically able to bridge together
various communication substrates, but merging the Local-
Talk and EtherTalk networks together is often not desirable
for many reasons, including performance and security.

A problem with existing routers today is that they require
manual configuration and exist external to the node. To
overcome this, the nomadic router can support automatic
configuration and full router functionality internally. This
allows a mobile or nomadic node to adapt to various
communication and network devices dynamically, such as
when the user plugs in a PCMCIA card or attaches a
communications device to the serial port.
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Once the nomadic router becomes aware of the available
communication devices and activates them, the transport of
data across the multiple communication substrates can take
place. The unique algorithm and protocol in the nomadic
router which chooses the most appropriate device to use, is
shown in FIG. 2 and FIG. 5 as part of the “nomadic router
Device Checker” through the “nomadic router Device Selec-
tion” across each interface.

There are numerous factors that can affect the selection of
utilizing one or more devices. Such factors typically include
available bandwidth, cost to initiate and maintain
connection, power requirements and availability, and user’s
preference.

Another feature of the nomadic router is the support for
alternate or simultaneous use of various communication
substrates. This is performed as part of step 5 in FIG. 6 when
the source address is that of the communication substrate
that the nomadic router is going to send the packet out on.
Host computers will now indirectly be able to utilize two or
more communication substrates, either to increase through-
put or to provide soft-handoff capability.

This functionality is not supported in today’s typical
protocol stacks (e.g., TCP/IP or AppleTalk). Once the
nomadic router becomes aware of the available communi-
cation devices and activates them, the transport of data
across the multiple communication substrates can take
place. The unique algorithm and protocol in the nomadic
router which chooses the most appropriate device to use is
part of the “nomadic router Device Checker” through the
“nomadic router Device Selection” across each interface.

There are numerous factors that can affect the selection of
utilizing one or more devices. Such factors typically include
available bandwidth, cost to initiate and maintain
connection, power requirements and availability, and user’s
preference.

Hardware Specification

The nomadic router can run completely in software with-
out any special hardware as shown in FIG. 6, or without a
CPU separate from the main host, or packaged in the form
of a hardware device as shown in FIG. 2. The nomadic router
can also be provided as a digital storage medium which
stores the software program that implements the function-
ality of the router’s translation processing. Examples of
digital storage media include optical media (e.g. CD-ROM),
magnetic media (e.g. floppy disks), nonvolatile or read-only
memories, or any combination thereof. The program is
loaded into and run on the mobile terminal 12, or alterna-
tively into any other computer or router which is connected
to a network.

One potential implementation of the nomadic router
device is Embedded PC Technology. As an example, the
rugged PC/104 standard modules have a form-factor of
3.550" by 3.775" and typically 0.6" per module and weigh
approximately 7 oz. per module. The PC/104 module’s
utilization of a self-stacking bus with minimum component
count and power consumption (typically 1-2 Watts per
module) eliminates the need for a backplane or card cage.

The nomadic router can run on a 16 bit bus with an 80486
processor, for example. The standard network access devices
can support burst rates up to 10 Mbps with typical user data
throughput around 1-2 Mbps. The user bandwidth is less
depending on the available wireless communication device.
For example, Proxim’s 2 Mbps wireless LAN typically
covers 500 yards with user data throughput around 500
Kbps. As illustrated in FIG. 1, the nomadic router typically
includes 3 modules; a processor 10, host device or terminal
interface 10a, and communication device or system inter-
face 10b.
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Another potential hardware implementation is with the
CARDIO S-MOS System technology. This CPU board is
basically the same size as a PCMCIA credit card adapter. It
is 3.55x3.775x0.6 inches. The power requirements are +5V
DC+/-10% with an operating temperature of 0 to 70° C., a
storage temperature of —40 to 85° C., and relative humidity
of 10% to 85% non-condensing.

The CARDIO is the most compact PC/104 compatible
system available which meets the one-stack mechanical and
electrical PC/104 Rev. 2.2 specifications. Power fail
indicator, battery backup and automatic switchover are also
possible.

The nomadic router can also be implemented on a small
portable device such as a PCMCIA card or partially on a
PCMCIA card. In the case of a full implementation on a
PCMCIA card, the host CPU and power supply are used to
execute the Nomadic Routing and other protocols,
algorithms, operating system, and application services. A
hybrid implementation of part PCMCIA card and part other
hardware implementation can also be used.

Apparatus Components

By performing packet translation in a self-contained
apparatus, processing done on the packets in the nomadic
router does not affect and is off-loaded from the host
computer. All specific translation of the packets to match the
network’s configuration and services available is done inter-
nally to the nomadic router. The nomadic router can queue,
transmit, and receive data independent of whether or not the
host computer is available or even attached. The algorithms
and microcontroller built into the nomadic router provides
all necessary computing routines to be a fully functional
network co-processor independent of the host computer.

By allowing the nomadic router to process packets inde-
pendently of the host computer, the host computer can be
powered down or asleep while processing is taking place,
providing an increase in battery life for the mobile host
computer.

The nomadic router can be configured with various com-
ponents in several different ways. In FIG. 10, the nomadic
router contains a processor or microcontroller 11 to translate
the packets stored in packets buffers in random access
memory. The translation functions are stored in non-volatile
memory 13 with the Real Time Operating System (RTOS)
and configuration information on what types of translation
need to be performed.

Upon startup (boot) of the nomadic router, the RTOS and
translation algorithms are loaded from non-volatile memory
into RAM where they are then executed. There may be zero,
one, or more host interfaces in which host computers are
connected. There are one or more network interfaces. If no
host interface is available, then the nomadic router gets the
packets via the host computer from the network interface.

In FIG. 11, the nomadic router 10 is implemented as an
Application Specific Integrated Circuit (ASIC) or Field
Programmable Gate Array (FPGA) 15. These chips embed
the algorithms for packet translation. The chip can include
storage for non-volatile memory 17 which stores the con-
figuration information such as when manually configured for
the current network. The chip 15 can also include random
access memory to buffer packets for translation in the
nomadic router before being sent off to the host or network
interface.

Apparatus Packaging

As described above, the nomadic router can be packaged
in several different hardware configurations. The nomadic
router can be embedded in the host computer, or network
device such as a switch or router. It can also be implemented
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as a PCMCIA card which plugs into the host computer or as
a self-contained external box.

Each nomadic router can have from one to many inter-
faces. If the router 10 is put into the network infrastructure,
it doesn’t have to be carried around with the mobile user. As
shown in FIG. 124, the nomadic router 10 is attached to a
Local Area Network (LAN) of the network infrastructure
which constitutes the communications device 14 through the
system interface 10b. The LAN 14 is connected through a
conventional router 26 to the internet 28. In this case, the
host computer interface 10a of the nomadic router 10 is not
needed since packets from the host computer 12 are received
through the LAN 14.

To provide a secure interface between the host computer
12 and network 14 to prevent host computers from being
able to watch (sniff) packets on the network 14, the nomadic
router 10 can have one interface to the host computer 12
(terminal interface 104) and a second interface (10b) to the
network 14 as shown in FIG. 125, and provide filtering of
packets retransmitted between the various interfaces thus
providing a firewall type of security device which operates
internally on the network.

In order to support multiple host computers 12a . . . 12n
with a single nomadic router 10, the nomadic router 10 may
have multiple host interfaces 10a, . . . 104,, as shown in FIG.
12¢ and in FIG. 13 and a network or system interface 10b.

If the nomadic router is carried around by the mobile user,
it can take the form of a PCMCIA card. In FIG. 12d, the
nomadic router 10 is implemented as a PCMCIA card. The
processing and translation capability is stored inside the card
and the interface to the host computer 12 is through a
PCMCIA BUS interface or communication card 30.

As shown in FIG. 14, the PCMCIA card can fit in a type
I1I slot where there is a connector on the nomadic router 10
which accepts the communication card 30 (a type II PCM-
CIA card.) In this mode, the nomadic router does not have
to have the communication device specific components
inside the PCMCIA card.

The nomadic router 10 can also take the form of a type II
PCMCIA card. In this form, the communication device or
card 30 plugs into the opposite end of the nomadic router
card 10 as illustrated in FIG. 15.

Translation Operation of The Nomadic Router

Initialization and Self Configuration

The nomadic router initialization and self configuration
process provides the means by which the nomadic router is
able to learn about the host computer and network so it
knows what translation is necessary.
Host Learning

The nomadic router 10 is able to learn about how the host
computer 12 is configured by looking at the content of the
packets being sent from the host computer 12. Rather than
the host computer 12 sending packets directly to the router
26 or other network device, which is what it is initially
configured to do, the nomadic router 10 is able to redirect all
outbound packets from the host computer 12 to itself. This
redirection can be accomplished in several ways as
described below.

1. Proxy ARP Packet Interception and Host Reconfigu-
ration

Whenever a host computer 12 has an IP packet which it
needs to send to a router 26 or other network device, it uses
the Address Resolution Protocol (ARP) to obtain the link
layer Media Access Control address (MAC address). As
illustrated in FIG. 8, when the host computer 12 broadcasts
an ARP request for the MAC address of a destination node,
the nomadic router 10 receives this ARP request broadcast
and responds with its MAC address (not that of the desti-
nation node).
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When the host computer 12 receives this ARP reply from
the nomadic router 10, which contains the MAC address of
the nomadic router 10, the host computer 12 will cache this
MAC address in the host computer 12 and send all packets
destined for the configured router or network device to the
nomadic router 10. The host computer 12 will think that the
MAC address is that of the configured IP network device,
but in reality, the nomadic router 10 is pretending (proxying)
to be the device (its home gateway) that the host computer
12 expects to find.

The nomadic router 10 is also able to reconfigure and
intercept return packets from a router or other network
device using the same process.

2. Promiscuous Mode Packet Interception

Since the MAC address is cached in the host computer 12
for a short period of time, the host computer 12 will not send
out a new ARP request to obtain the MAC address again
unless a timeout period occurs or the cache is cleared such
as when the computer 12 is restarted.

When a conventional network device receives or hears a
packet with a MAC address which does not match its own,
it will ignore or drop the packet. Since it is possible to
rapidly switch from one network environment to another
using a portable computer, the nomadic router 10 must be
able to intercept packets even when the MAC address is not
that of the nomadic router’s home gateway or device.

This is accomplished by placing the nomadic router’s
network connection in promiscuous mode. In this mode, the
network connection on the nomadic router accepts all pack-
ets being transmitted on the communication link, not just
ones being broadcasted or addressed specifically to it.

3. Dynamic Host Configuration Protocol (DHCP) Service

A host computer is able to utilize the DHCP service to
obtain the configuration information rather than being manu-
ally configured. The host computer utilizing the DHCP
service requires that a DHCP server be installed on the
network segment to which it is currently attached. If the host
computer 12 is utilizing this service and requests configu-
ration information using DHCP, the nomadic router 10 will
intercept these requests and respond with configuration
information for the host computer 12 to use.

Network Learning

The nomadic router is able to learn about the network
environment it is currently attached using several different
methods as described below.

1. Dynamic Host Configuration Protocol (DHCP)

Whenever a different network connection is connected on
the nomadic router, it will broadcast a DHCP request to
obtain configuration information for the current network. If
no DHCP service is available on the network, it will switch
to another method to learn about the network configuration.

2. Router Information Packets

Routers on the network will periodically broadcast router
information packets which are used to build routing tables
and allow routers to adapt to changes in the network. The
nomadic router 10 will listen on the network for these router
information packets. When one is received, it will extract out
the configuration information from these packets.

3. Passive Listening

By placing the nomadic router’s network connection in
promiscuous mode, where it receives all packets not just
ones destined for it, it is able to examine all packets on the
network to discover how the network is configured. It is also
able to determine the IP addresses used on the local area
network and which machines are routers by the final desti-
nation address not being the next hop address.

Using this method, the nomadic router 10 is passively able
to learn how the network is configured and will elect to use
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an unused IP address. If that IP address does become used by
another network device, it will switch over to another
unused IP address.

4. Manual Configuration

The network configuration information can be manually
configured in the nomadic router 10. This information can be
set using an embedded web server, Simple Network Man-
agement Protocol (SNMP) tools, an application running on
one of the computers in the network, or other suitable means.
When manual configuration is used to set the network
information, the nomadic router 10 will still learn about the
host information automatically and provide all the transla-
tion capabilities so the host computers do not have to be
aware of the correct network information of the LAN to
which they are currently connected.

Packet Translation

The nomadic router’s packet translation function provides
a mapping between location and service dependent configu-
rations used by the host computer 12 and that used by the
network 14 to which it is currently attached. For outbound
traffic from the host computer 12 to the network 14, the
translation function changes the content of the packet such
as the source address, checksum, and application specific
parameters, causing all packets sent out to the network 14 to
be directed back to the nomadic router 10 rather than to the
host computer 12.

The inbound traffic from the network 14 arriving at the
nomadic router 10, which is really for the host computer 12,
is passed through the translation function so the host com-
puter 12 thinks that the replies were sent directly to it. The
host computer 12 will be completely unaware of all the
translation being performed by the nomadic router 10.

The translation function works as illustrated in FIGS. 9a
and 9b. In these figures, the operations performed in the
OSI/ISO model application, transport, network, link and
physical layers are illustrated in rows opposite the layer
designations. The operations performed by the host com-
puter 12, nomadic router 10 and network 14 are illustrated
in columns below the device designations.

The host computer 12 will generate network packets using
the current configuration stored in the host computer 12
using the standard protocol stack as shown in step 1. This
configuration information is either manually configured in
the host computer 12 or obtained using DHCP.

As shown in step 2, when the host computer 12 addresses
the link level destination address, the address automatically
obtained using the Proxy ARP packet interception routine
described earlier, this will cause the host computer 12 to
send the packet to the network address of its standard router
or home gateway device, but using the link level address of
the nomadic router 10.

In step 3, the packet is transmitted across the standard
physical connection between the host computer 12 and
nomadic router 10. As shown in step 4, the nomadic router
10 will receive the packet at the link level either due to the
Proxy ARP function which reconfigured the host computer’s
MAC address, or the nomadic router 10 will have the link
level in promiscuous mode which will cause it to receive the
packet even if destined to a different MAC address.

Once the packet is passed to the network layer, shown in
step 5, the nomadic router translation function will modify
the content of the packet to change the source address to that
of the nomadic router’s address instead of the host comput-
er’s address. It will also translate other location dependent
information such as the name of the local Domain Name
Service (DNS) server. When translating the DNS packet, it
will change the source address to that of the nomadic
router’s address and the destination address to that of a local
DNS server.
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Once the network layer translation is complete, the packet
can be translated at the application and transport layers. The
application layer is translated next, as shown in step 6, since
the transport layer requires a pseudo network layer header
which includes the source and destination addresses and the
content from the application layer.

At the application layer translation, any addresses which
describe the source address of the host computer, such as
with FTP, are translated to be that of the nomadic router’s
address. Any application layer destination addresses, such as
alocal proxy server, are translated to match that of the server
running on the current network.

Once this application translation is complete, the transport
layer, as shown in step 7, can complete the checksum and
any port number manipulation. The port number is manipu-
lated if more than one host computer 12 is attached to the
nomadic router 10. Each host computer 12 when it sends out
a request using a specific port is translated to match an
available inbound port on the nomadic router 10.

The port number assigned for use with each host com-
puter 12 is stored in a table in the nomadic router 10 and is
utilized with the reply packet described later. Finally the
packet is sent out over the network 14 in step 8.

When a reply packet comes in from the network 14, as
shown in step 9, the nomadic router 10 will receive the
packet. In step 10, the nomadic router 10 will perform the
reverse network layer translation to set the destination
address to that of the host computer 12 rather than the
nomadic router’s address, and any source address to that
replaced by the nomadic router 10 in step 5.

Once this network translation is complete, the packet is
translated at the application layer, as shown in step 11, to
change the destination address to that of the host computer
12 and the source address to the original destination address
stored from step 6. In step 12, any port manipulation
performed in step 7 is changed to the original setting and a
new checksum is computed. Finally, as shown in step 13, the
packet is sent to the host computer 12 which then processes
the packet normally.

Options of the Nomadic Router

There are numerous options and applications of the
nomadic router. These applications include, but are not
limited to, Nomadic E-mail, Remote Network File
Synchronization, Nomadic Database Synchronization,
Instant Network Nomadic Routing, Nomadic Intranets, and
Trade Show Data Exchange. Each of these are described in
more detail below.

Nomadic E-mail

Nomadic E-mail provides a synchronized yet distributed
way for updates, reconciliation, and replicas to propagate
through the internet. At various locations in the internet are
nomadic router’s equipped with nomadic E-mail support
which provides the necessary synchronization, etc. Each
nomadic router enabled for nomadic E-mail can utilize
special protocols such as IMAP which provide support for
mobile users without the host device having to support it
(such as the case now with the POP3 protocol standard in
most internet E-mail clients).

Remote Network File Synchronizer

The Remote Network File Synchronization option of the
nomadic router provides copies of user files stored/cached at
various locations (e.g., hotel, office, home) on other nomadic
routers equipped for remote network file synchronization.
Copies of updated files are automatically synchronized and
distributed among all peer locations. Local updates can be
made while the host is disconnected from the nomadic router
and from the network.
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Nomadic Database Synchronizer

The Nomadic Database Synchronizer houses the user’s
(synchronized) master databases (e.g., contacts, addresses,
phone numbers). The nomadic router of the database syn-
chronizer does not even need to be used on the network since
it will interface directly with various host devices such as
laptops, desktops, personal digital assistants, handheld per-
sonal computers, pagers, etc. via various standard ports.
Instant Network Nomadic Router

The objective of the Instant Network nomadic router is to
enable rapid deployment of a communication network in any
environment with little or no fixed infrastructure. The host
and communication devices do not have to directly support
the rapid deployment functionality.

The instant network nomadic router distributedly and
intelligently establishes a wireless (or wired) communica-
tion link between the host device and the desired commu-
nication system while performing configuration, security,
multihop routing, and network level data transmission over
various communication devices. The nomadic router per-
forms all the necessary network creation and processing
automatically to remove configuration and system support
from the host system or user. The instant network nomadic
router utilizes proprietary and existing/emerging wireless
communication systems, and multihop routing protocols.

By way of motivation, many communication infrastruc-
tures are varied and fragmented, and this problem is likely
to be exacerbated as more technologies are introduced. For
example, high performance LLANs, wireless services, cellu-
lar telephony, satellite, ubiquitous paging networks, all pro-
vide varying degrees of coverage, cost and bandwidth/delay
characteristics.

Sometimes there will be no connectivity at all because of
lack of service, partial and intermittent connectivity as
devices are plugged and unplugged from a system, damage
to communication infrastructures deliberately or by
accident, lossy communication as a system moves through
various service areas or difficult domains, and times when
multiple network devices (communication substrates) can be
used at the same time. The instant network nomadic router
will dynamically adapt the communication internetwork,
dynamically creating one if necessary, to provide survivable
communication in a mobile chaotic environment without the
need for centralized control or fixed infrastructures.

The rapidly deployable nomadic router is a device asso-
ciated with each user host device (e.g., PDA or laptop
computer). It transparently provides the following capabili-
ties for host computer systems using various wireless com-
munication devices for physical and link layer access.

1. Dynamic wireless network creation

2. Initialization into existing wireless networks

3. Automatic configuration

4. Network and subnetwork level data transmission

5. Multihop routing functionality

The nomadic router can detect a device being used either
by polling the interface, providing an interrupt signal, or
through specialized signaling. This in turn activates the
nomadic router to configure the device (if necessary) and
establish a communication link to an appropriate corre-
sponding interface and wireless subnetwork. The nomadic
router operates at a level between the host device generating
data and the physical communication transmission device as
illustrated in FIG. 1.
Nomadic Intranet

The Nomadic Intranet provides all network, server type,
services for users who wish to dynamically create an adhoc
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network. This is similar to the instant network nomadic
router except the nomadic intranet is a single device with
multiple ports into which laptop/devices can be plugged.
The instant network nomadic router is distributed to (one
per) each host device. The nomadic intranet not only pro-
vides adhoc networking but can also provide services such
as temporary file storage, protocol conversion, act as a print
server, and provide other services described as part of the
Basic nomadic router.

Trade Show Nomadic Router

The Trade Show nomadic router not only provides the
basic nomadic router functionality for an exhibitor’s com-
puter that is brought to the show, but also provides lead
capture and/or information distribution. Lead capture can be
provided for by interfacing with a badge reader to read the
attendee’s information. This information is then captured by
the nomadic router and made available in the exhibitor’s
lead database.

The nomadic router can also provide a mechanism for
distributing information to the attendee’s personalized web
page or sent via e-mail directly across the internet. The
exhibitor’s computer is able to control the information flow
with the nomadic router by running software, such as a web
browser, which talks with the service/control software stored
in the nomadic router. The standard web browser can control
display and capture of lead information, collection of quali-
fication information, and selection of information to be
distributed back to the attendee.

Fixed Nomadic Router

The Fixed nomadic router provides the same basic func-
tionality and architecture as the portable nomadic router but
is stored in one location. The fixed nomadic router acts as a
surrogate or “Home Agent” for the user when he/she is away
on travel. When the user wishes to register or utilize their
host device elsewhere in the network, the portable nomadic
router will register with the fixed nomadic router where it is
temporarily attached to the network so information can be
forwarded to the user’s new location. The fixed nomadic
router can also be used to house the master copy of the user’s
E-mail for the nomadic E-mail service, or files for the
nomadic file synchronizer.

Mobile Virtual Private Network

The nomadic router provides the mapping between the
location based IP address used in the internet today and the
permanent user based address housed in the host CPU. This
mapping is done without support or knowledge of such
mapping by the host CPU or user. The Internet RFC 2002
Mobile IP protocol specifies the mapping between perma-
nent and temporary IP addresses. The unique aspect of the
nomadic router is that the Mobile IP protocols are not
necessarily running in, or supported by, the host CPU but
rather are internal to the nomadic router.

By implementing this protocol as part of the translation
function in the nomadic router, the nomadic router can
encapsulate packets from the host computer and transmit
them back to the fixed nomadic router which are sent out
(un-encapsulated) on the native (home) network. Replies
from the home network are received by the fixed nomadic
router and are encapsulated and sent back to the nomadic
router. When packets are transmitted between the nomadic
router and fixed nomadic router, the packets are encrypted
and sent using the Internet Tunneling Protocol.

Since the nomadic router provides location independence
and the fixed nomadic router forwards all packets from a
corresponding host to the host computer via the nomadic
router, any changes in the location, failure of a network link,
or attachment point of the mobile host computer does not
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cause any open session to be lost. This session loss preven-
tion is possible since the fixed nomadic router pretends to be
the mobile host computer, and the nomadic router pretends
to be the home network. The fixed nomadic router and
nomadic router translation functions hide the link and net-
work loss from the transport and application session.
Various modifications will become possible for those
skilled in the art after receiving the teachings of the present
disclosure without departing from the scope thereof.
Industrial Applicability
The present invention is broadly applicable to the field of
electronic data communications using computers and other
devices.
What is claimed is:
1. A method for allowing network communications over
a foreign network for a user device configured to commu-
nicate with a home network, the method comprising:
connecting the user device to the foreign network;
intercepting packets transmitted from the user device
which would otherwise be dropped by devices on the
foreign network to determine without requiring prior
knowledge of network settings of the user device;
using the determined network settings of the user device
to determine whether to intercept subsequently trans-
mitted packets; and
automatically modifying packets transmitted from the
user device based on the network settings of the user
device and network settings of the foreign network.
2. The method of claim 1 wherein intercepting packets
COmMprises:
intercepting an Address Resolution Protocol (ARP)
packet transmitted from the user device to a network
address on the home network; and
replying to the ARP packet using the network address of
the home device and a hardware address of a configu-
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ration translator such that subsequent packets generated

by the user device are sent to the configuration trans-
lator.

3. The method of claim 1 wherein intercepting packets
comprises:

operating in a promiscuous mode to intercept all packets
without regard to a packet destination address; and

determining the network settings of the user device based
on a source address and destination addresses of the
packets.
4. The method of claim 1 wherein intercepting packets
comprises:

intercepting a Dynamic Host Control Protocol (DHCP)
packet transmitted from the user device; and

replying to the DHCP packet to provide configuration

settings based on the foreign network configuration.

5. The method of claim 1 wherein modifying packets
transmitted from the user device comprises:

replacing a source address with a router address where the

router address is automatically determined based on the
network settings of the foreign network.

6. The method of claim 5 wherein replacing the source
address comprises replacing a source address within a
packet header.

7. The method of claim 5 wherein replacing the source
address comprises replacing a source address within a
packet header and a source address within packet contents.

8. The method of claim § further comprising:

receiving data from the foreign network with the router

address as a destination address; and

replacing the destination address with a network address

of the user device.
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SYSTEM AND METHOD FOR
ESTABLISHING NETWORK CONNECTION
WITH UNKNOWN NETWORK AND/OR
USER DEVICE

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is a continuation of U.S. application Ser.
No. 09/041,534, filed on Mar. 12, 1998, now U.S. Pat. No.
6,130,892, which is a continuation-in-part of U.S. applica-
tion Ser. No. 08/816,174, filed on Mar. 12, 1997, now
abandoned.

U.S. government may have rights in this invention as
provided for by the terms of Contract No. DAAHO01-97-C—
R179 awarded by DARPA.

TECHNICAL FIELD

The present invention is generally related to the art of
network communications.

BACKGROUND ART

User digital communication addresses such as internet or
IP addresses are conventionally associated with a fixed
physical location, similar to a user’s business telephone line.
However, portable communication devices such as laptop
computers are becoming increasingly popular, and it is
common for a user to access the internet from locations as
diverse as hotel rooms and airplanes.

Digital communication networks are set up to route
communications addressed to a communication or network
address to an associated destination computer at an estab-
lished physical location. Thus, if a laptop computer is moved
to a remote location, communications to and from the laptop
computer may not reach the new physical location.

For a computer (host) to communicate across a network
(e.g., the internet), software protocols (e.g., Transport Con-
trol Protocol/Internet Protocol (TCP/IP)) must be loaded
into the host. A host computer sends information (i.e.,
packets of data) to another destination computer via devices
on the network (routers) which receive the packets and send
the packets to the network or segment of the destination
host. The destination host will route replies back using a
similar process. Each host computer and router must there-
fore be configured to send the packets of data to an appro-
priate router to reach the intended destination. However, a
router will receive the packets only if the host computers
specifically send (address) the packets to that router at the
link layer of the communication protocol. If a host is
configured incorrectly (bad address or address of a router not
on the local network), then the host computer and router will
be unable to communicate, i.e., the router will not listen to
the host or will “drop™ packets.

With the advent of mobile computers (laptops) and the
desire to plug them into various networks to gain access to
the resources on the network and internet, a mobile com-
puter must be reconfigured for each network. Traditionally
this new configuration can be done either (i) manually in
software on the mobile computer (usually causing the
mobile computer to be restarted to load the new
configuration), or (i) with a new set of protocols which must
be utilized on the mobile computer to obtain the configu-
ration information from a device on the network to which the
computer is being connected. When new services
(protocols) are created to add functionality to the host
computers, these new protocols may need to be updated in
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the host computers or routers, depending upon the type of
new functionality being added.

DISCLOSURE OF INVENTION

In accordance with the present invention, a “Nomadic”
router or translator enables a laptop computer or other
terminal which is configured to be connected to a local home
network to be connected to any location on the internet or
other digital data communication system. The nomadic
router automatically and transparently reconfigures packets
sent to/from the terminal for its new location by processing
outgoing and incoming data.

The nomadic router includes a processor which appears as
the home network to the terminal, and appears as the
terminal to the communication system. The terminal has a
terminal address, the nomadic router has a router address,
and the terminal transmits outgoing data to the system
including the terminal address as a source address. Whether
or not the message is addressed to the nomadic router at the
link layer, the processor intercepts the message and trans-
lates the outgoing data by replacing the permanent address
with the router address as the source address. Incoming data
intended for the terminal from the system includes the
translator address as a destination address, and the processor
translates the incoming data by replacing the translator
address with the permanent address as the destination
address.

The terminal can be directly connected to a point on a
local network, and the nomadic router connected to another
point on the network. The nomadic router can be employed
to implement numerous applications including nomadic
e-mail, network file synchronization, database
synchronization, instant networking, a nomadic internet,
mobile virtual private networking, and trade show routing,
and can also be utilized as a fixed nomadic router in hotels,
or multi-dwelling units, or multiple tenant units, for
example.

The nomadic router can be implemented as software
and/or hardware. The nomadic router establishes location
and device transparency for a digital communication termi-
nal such as a laptop computer. The terminal can be con-
nected to any of a variety of networks and locations which
can employ a variety of communication interface devices.

The nomadic router automatically converts the actual
location address to a unique communication address for the
user such as an internet address, such that the terminal
performs communications originating from the communica-
tion address regardless of the physical location of the
terminal.

The nomadic router includes software and services which
can be packaged in a personal portable device to support a
rich set of computing and communications capabilities and
services to accommodate the mobility of nomads (users) in
a transparent, integrated, and convenient form. This is
accomplished by providing device transparency and location
transparency to the user.

There is a vast array of communication device alternatives
such as Ethernet, Wireless LAN, and dialup modem among
which the user switches when in the office, moving around
the office, or on the road (such as at a hotel, airport, or
home). The device transparency in the nomadic router
provides seamless switching among those devices (easily,
transparently, intelligently, and without session loss). The
location transparency support in the nomadic router prevents
users from having to reconfigure (e.g., IP and gateway
address) their network device (laptop) each time they move
to a new network or subnetwork.
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The present nomadic router provides a separation of
location and identity by providing a permanent IP address to
the network device (host). The nomadic router provides
independence between the location, communication device,
and the host operating system. There are no new standards
which need to be adopted by the networking community. All
specialized processing is stored internally to the nomadic
router with standard interfaces to the host device and various
communication devices.

The nomadic router supports the migration to Network
Computers by providing identity and security services for
the user. The nomadic router also supports multiple parallel
communication paths across the communications network
for soft handoff, increased throughput, and fault tolerance by
supporting multiple communication substrates.

A portable router for enabling a data communication
terminal to be location and device transparent according to
the present invention, comprises: a first module for storing
a digital communication address of a user; a second module
for detecting a data communication network location to
which the terminal is connected; a third module for detecting
communication devices that are connected to the terminal; a
fourth module for establishing data communication between
the terminal and the network such that the communication
address of the location from the second module is automati-
cally converted to the communication address of the user
from the first module; and a fifth module for automatically
selecting a communication device which was detected by the
third module for use by the fourth module.

The present nomadic router utilizes a unique process
embodied in a self-contained apparatus which manipulates
the packets of data being sent between the host computers
and routers. This process provides an intelligent active
universal translation of the content of the packets being
transmitted between the host computer and nomadic router.
The translation allows the host computer to communicate
with the nomadic router, which intercepts packets from the
host, even when the host computer is not configured to
communicate with the nomadic router.

This is achieved by the nomadic router pretending to be
the router for which the host is configured, and by the
nomadic router pretending to be the host with which the
router expects to communicate. Therefore, the nomadic
router supports the mobility of computers in that it enables
these computers to plug into the network at different loca-
tions (location independence) without having to install,
configure, or utilize any net protocols on the mobile com-
puter.

The mobile computer continues to operate without being
aware of the change in location or configuration of the new
network, and the nomadic router translates the data allowing
the host to think that it is communicating with its home
router. By putting this process in a self-contained apparatus,
the deployment of new protocols can be performed inde-
pendently of the host computer and its operating system
(host independent).

All specialized processing and translation is stored inter-
nally in the nomadic router with standard interfaces to the
host device and various communication devices. Thus, no
new standards need be adopted. By removing the complex-
ity of supporting different network environments out of the
mobile computer and into this self-contained apparatus, the
nomadic router allows the host computer to maintain a very
minimal set of software protocols and functionality (e.g., the
minimum functionality typically installed in network
computers) to communicate across the network.
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The nomadic router translation ability also enables the use
of alternate communication paths (device independence)
without the host computer being aware of any new commu-
nication device that utilizes an alternate communication
path. The translation of the packets is done not just at the
physical, link, or network layer of the protocol stack but at
the transport and application layers as well. This allows the
network card, protocol stack, and application running on the
host computer to be independent of the network environ-
ment and configuration.

As an example of the communication device
independence, the translation allows soft handoff, increased
throughput, and fault tolerance by supporting multiple com-
munication substrates. In addition, the nomadic router trans-
lation ability provides a flexible process for deploying
enhanced nomadic and mobile computing software and
services such as filtering of packets and determining which
packets should be allowed to be transmitted between the
mobile computer and the nomadic router or local area
network (Internal Firewall).

The router apparatus can be: (i) carried with the mobile
user (e.g., using an external box); (ii) attached to the mobile
computer (e.g., PCMCIA card); (iii) installed inside the
mobile computer (e.g., a chip in the laptop); (iv) or installed
into the remote network infrastructure to provide network
access for any mobile computer (e.g., a box which plugs into
the remote or foreign local area network translating packets
being sent between the host and its router, or a chip which
is installed in routers on the remote network). The nomadic
router can also be provided in the form of software which is
loaded into and run in the mobile computer or another
computer or router on a network.

These and other features and advantages of the present
invention will be apparent to those skilled in the art from the
following detailed description, taken together with the
accompanying drawings, in which like reference numerals
refer to like parts.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 is a diagram illustrating one implementation of a
nomadic router positioned between the host computing
device and various communication devices using standard
interfaces;

FIG. 2 is a diagram illustrating a basic nomadic router
architecture, which is referred to as the hardware implemen-
tation architecture;

FIG. 3 is a flowchart illustrating a configuration overview
of the basic steps performed when a host device is attached
to the present nomadic router and when a network interface
is attached to the router;

FIG. 4 is a flowchart illustrating automatic adaptation to
the host device when the first data packet from the host is
sent to a home network router or when an activation inter-
rupt or signal is received;

FIG. 5 is a flowchart illustrating a process initializing and
checking the various communication device interfaces for
initialization, activation, etc.;

FIG. 6 is a diagram illustrating a basic nomadic router
architecture when implemented as software in the host
device;

FIGS. 7A to 7G are diagrams illustrating protocol stack
implementations for various network devices, with the trans-
lation function performed for all layers of the protocol stack
in the nomadic router;

FIG. 8 is a flowchart illustrating a proxy ARP packet
interception and host reconfiguration process;

EXHIBIT 3



Case 2:10-cv-00381-DDP-VBK Document1 Filed 01/19/10 Page 54 of 164 Page ID #:54

US 7,088,727 B1

5

FIGS. 9A and 9B provide a flowchart illustrating a
translation process which takes place in the host computer
and nomadic router at various levels in the protocol stack;

FIG. 10 is a diagram illustrating the architecture of the
nomadic router implemented as a hardware device including
a microcontroller and a non-volatile memory for storing
algorithms implementing the translation function;

FIG. 11 is a diagram illustrating the architecture of the
nomadic router apparatus implemented as an Application
Specific Integrated Circuit (ASIC) chip;

FIGS. 12A to 12E are diagrams illustrating host and
network interface modes in which the nomadic router is able
to operate,

FIG. 13 is a simplified perspective view illustrating the
nomadic router as implemented in a self-contained box
which connects onto a local area network via a network
interface port and has multiple ports to connect to host
computers;

FIG. 14 is a simplified perspective view illustrating the
nomadic router apparatus as implemented on a PCMCIA
Type III card where the nomadic router plugs into the host
computer’s type II slot and the communication card device,
of Type II, plugs directly into the nomadic router so both
may be powered and stored in the portable host computer;
and

FIG. 15 is a simplified perspective view illustrating the
nomadic router as implemented on a PCMCIA Type II cared
where the nomadic router plugs into the host computer via
a type 1l interface slot and where the communication card
device, Type 11, plugs into the nomadic router type II card.

BEST MODE FOR CARRYING OUT THE
INVENTION

FIG. 1 illustrates a “nomadic” translator or router 10
embodying the present invention as being connected
between a host device or computer 12 and a communications
device 14. Host device 12 is a laptop computer or other fixed
or mobile digital data communication terminal which is
sufficiently portable or mobile that it can be carried from one
location to another. A laptop computer, for example, can be
used in any convenient location such as an airplane, cus-
tomer’s office, home, etc.

Communications device 14 can be part of any type of
communication system to which host computer 12 can be
connected. Such communication systems include, but are
not limited to, local networks, wide area networks, dial-up
and direct internet communications, etc. In a typical
application, the communications device will connect the
host computer to a local network which itself is connected
to the internet. Thus, host device 12 is able to communicate
with an unlimited number of networks and nodes which are
themselves interconnected with routers, switches, bridges,
etc. in any known manner.

Router 10 includes a terminal interface 10a which nor-
mally is used to connect router 10 to host device 12, and a
system interface 106 which connects router 10 to commu-
nications device 14. Router 10 generally includes a proces-
sor consisting of hardware and/or software which imple-
ments the required functionality. Router 10 is further
configured to operate in an alternate mode in which host
device 12 is connected directly to a network, and router 10
is also connected to a point in the network via system
interface 1054. In this case, terminal interface 10a is unused.

Although device 10 is described herein as being a router,
it will be understood that router 10 is not a conventional
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router in that it includes the capability for providing inter-
connectability between networks. Instead, router 10 is essen-
tially a translator which enables host device 12 to be
automatically and transparently connected to any commu-
nications device 14, and process incoming and outgoing data
for device 12.

Host device 12 may be provided with a permanent inter-
net address which conveniently need not be changed in
accordance with the present invention. Device 12 is initially
configured to communicate with a particular gateway or
other home device at its base location. The gateway has a
link layer address which device 12 attempts to locate when
it is connected to any communication system. Without the
functionality of the present nomadic router 10, host device
12 would not be able to operate at a remote location because
it would not find its gateway.

It will be understood that the term “home” does not relate
to a residence, but is the network, gateway or other com-
munication device or system to which the terminal is nor-
mally connected and which corresponds to the home internet
or IP address.

FIG. 1 further illustrates a top protocol layer 16 repre-
senting host computer device 12 which generates and con-
sumes data that is transferred through communications
device 14. Interface 16 is below the IP layer, and above the
link layer in the typical OSI/ISO model. In the middle is a
layer 18, which represents router 10, whose function is to
adaptively configure and utilize the underlying communica-
tions device and provide router support. A lower layer 20 is
a physical communication which carries out the communi-
cation (potentially wire-lined internet based, ad-hoc or
wireless) as made available and determined for use by the
nomadic router or user. Between router layer 18 and layers
16 and 20 are interfaces 22 and 24 which router 10 identifies
and configures dynamically.

The present invention operates with host computers,
routers, and other network devices through well-defined
standard interfaces such as specified by the IETF (Internet
Engineering Task Force) and IEEE standardization commit-
tees. These standards specify the packet format, content, and
physical communication characteristics. As shown in FIG.
7A, host computers have to be configured at various layers
of the protocol stack depending on the communication
capabilities and configurations of the current network.

Hubs, as shown in FIG. 7B, provide a well defined
interface to connect host computers and network devices by
transmitting packets across multiple physical connections.
Hubs do not provide any manipulation or translation of the
content of the packets being transmitted.

Bridges or switches, as shown in FIG. 7C, provide an
intelligent filtering mechanism by which packets are trans-
mitted across multiple physical connections based upon the
physical connection the device is connected to, according to
the link layer addressing (Media Access Control Address).
Bridges and switches do not manipulate the content of the
packet and do not provide any higher layer protocol func-
tionality.

Routers, as shown in FIG. 7D, accept packets based upon
the destination address at the network layer in the packet.
However, the host computer must explicitly address the
packet to the router at the link layer. The router will then
retransmit the packet across the correct physical connection
based upon how it is configured. No modification or trans-
lation of the packet is performed at any higher layer of the
protocol stack than the network layer.

Firewalls, as shown in FIG. 7E, filter packets at the
network and transport layers to allow only certain packets to
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be retransmitted on the other physical connection. Firewalls
do not manipulate the content of the packet, only forward it
on to the next hop in the network if it passes the transport
(port) or network (IP address) filter.

Proxies and gateways, as shown in FIG. 7F, only receive
packets explicitly addressed to them by host computers.
They only manipulate packets at the application level. The
present nomadic router 10, as shown in FIG. 7g, manipulates
the content of the packets at the link, network, transport, and
application layers of the protocol stack to provide a trans-
lation between the host computer configuration and the
configuration of the remote or foreign network to which the
host computer is currently attached.

Unlike all other devices shown in FIGS. 7A to 7F, router
10 will automatically intercept and translate packets without
the other devices being aware of router 10 or being config-
ured to use it, i.e., without packets being addressed to router
10. The translation algorithms in router 10 which provide
this location independence are provided completely internal
to router 10. Thus, no new standards need to be developed,
accepted, or implemented in host computers 12 or routers 26
to deploy new network services when using the nomadic
router.

Whenever a new or different communication device
(which includes the link and physical layers) is utilized in a
host computer 12, the host computer’s network layer must
be aware of this new communication device. Since router 10
has its own network interface to the communication device,
alternate communication devices can be utilized in router 10
which the host computer 12 can utilize but does not have to
be configured to use.

Today we communicate with individuals in terms of the
location of their communications instruments (for instance,
their computer’s 1P address or their fax machine’s phone
number). To support mobility and changing communication
environments and devices, it is necessary to create an
environment where people communicate with other people,
and not specifically with the devices they use. To transpar-
ently support mobility and adaptivity in a wireless, poten-
tially ad-hoc, communication internetwork, a common vir-
tual network must be provided by an intelligent device or
agent which supports the various computing hosts and
communication devices.

The present nomadic router 10 provides the mapping
between the location based IP address used in the internet
today and the permanent user based address housed in the
host CPU in the device 12. This is illustrated in FIG. 2 as “IP
Mapping.” This mapping is done without support or knowl-
edge of such mapping by the host CPU or user.

The internet RFC 2002 Mobile IP protocol specifies the
mapping between permanent and temporary IP addresses.
The unique aspect of the nomadic router is that the Mobile
IP protocols are not necessarily running in, or supported by,
the host CPU but rather are internal to the nomadic router.
The host configuration information, such as IP number, is
discovered or determined as illustrated in FIG. 4 and stored
in nomadic router 10 as illustrated in FIG. 2 as “Host Info.”
This configuration process is overviewed in FIG. 3.

As illustrated in FIG. 2, nomadic router 10 can provide
off-load communication processing for the host CPU by
being physically separate from host device 12. The
adaptation, selection, and transportation of information
across the network is performed by nomadic router 10. This
allows the host terminal or device 12 to utilize the network
without having to directly support the network protocols. By
having the nomadic router be responsible for adapting to the
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current network substrate, the host CPU can maintain a
higher performance because the routing, adaptation,
packetization, etc. algorithms, or packet processing, are
performed by router 10.

The nomadic router can also queue, transmit, and receive
data independent of whether the host device 12 is available
or even attached. CPU 11 built into nomadic router 10 may
provide all necessary computing routines to be a fully
functional network co-processor independent of the host
CPU. This will allow increased battery life for the user
because the nomadic router does not have numerous user I/O
devices as does the host device 12.

The instant network nomadic router provides the ability to
provide ubiquitous and reliable support in a location inde-
pendent fashion. This removes any burden on the user for
device reconfiguration (e.g., IP address configuration, gate-
way or next hop router address, netmask, link level
parameters, and security permissions) or data transmission.

The problem with existing protocol stacks is that com-
municating devices have to be reconfigured every time the
communication environment changes. TCP/IP requires a
new network node and gateway number. Appletalk will
automatically choose an unused node number and discover
the network number, but all open communications are lost
and services have to be restarted to begin using the new
information.

This occurs, for example, when a PowerBook is plugged
into a network, put to sleep, and then powered up in a
different network. All network services are restarted upon
wakeup, and network applications get confused if they are
not restarted. The nomadic router solves this problem by
providing temporary as well as permanent network and node
numbers similar to that provided by Mobile IP. However, the
nomadic router will also work with other protocol stacks
(e.g., AppleTalk).

Mobile IP provides location independence at the network
level and not at the link level. All link level parameters,
which are device specific, will be automatically configured
as illustrated in FIG. 5 when a new communications
(network interface) device is attached to the nomadic router.
The nomadic router completely eliminates the need for
manual configuration by adaptively supporting device inde-
pendence.

Another innovative feature of the nomadic router is the
support for simultaneous use of multiple communication
substrates. This is illustrated in FIG. 2 as “Device Selec-
tion.” Users should be able to utilize two or more commu-
nication substrates, either to increase throughput or to pro-
vide soft-handoff’ capability. This functionality is not
supported in today’s typical protocol stacks (e.g., TCP/IP or
AppleTalk). For example, via the “network™ control panel,
the user can select between communications substrates such
as EtherTalk, LocalTalk, Wireless, ARA, etc., but cannot
remotely login across EtherTalk while trying to print via
LocalTalk. Routers are typically able to bridge together
various communication substrates, but merging the Local-
Talk and EtherTalk networks together is often not desirable
for many reasons, including performance and security.

A problem with existing routers is that they require
manual configuration and exist external to the node. To
overcome this, the nomadic router can support automatic
configuration and full router functionality internally. This
allows a mobile or nomadic node to adapt to various
communication and network devices dynamically, such as
when the user plugs in a PCMCIA card or attaches a
communications device to the serial port.
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Once the nomadic router becomes aware of the available
communication devices and activates them, the transport of
data across the multiple communication substrates can take
place. The unique algorithm and protocol in the nomadic
router which chooses the most appropriate device to use, is
shown in FIG. 2 and FIG. 5 as part of the “nomadic router
Device Checker” through the “nomadic router Device Selec-
tion” across each interface. There are numerous factors that
can affect the selection of utilizing one or more devices.
Such factors typically include available bandwidth, cost to
initiate and maintain connection, power requirements and
availability, and user’s preference.

Another feature of the nomadic router is the support for
alternate or simultaneous use of various communication
substrates. This is performed as part of step 5 in FIG. 6 when
the source address is that of the communication substrate on
which the nomadic router is going to send the packet. Host
computers will now indirectly be able to utilize two or more
communication substrates, either to increase throughput or
to provide soft-handoff capability.

This functionality is not supported in typical protocol
stacks (e.g. TCP/IP or AppleTalk). Once the nomadic router
becomes aware of the available communication devices and
activates them, the transport of data across the multiple
communication substrates can take place. The unique algo-
rithm and protocol in the nomadic router which chooses the
most appropriate device to use is part of the “nomadic router
Device Checker” through the “nomadic router Device Selec-
tion” across each interface.

The nomadic router can run completely in software with-
out any special hardware as shown in FIG. 6, or without a
CPU separate from the main host, or packaged in the form
of a hardware device as shown in FIG. 2. The nomadic router
can also be provided as a digital storage medium which
stores the software program that implements the function-
ality of the router’s translation processing. Examples of
digital storage media include optical media (e.g. CD-ROM),
magnetic media (e.g. floppy disks), non-volatile or read-only
memories, or any combination thereof. The program is
loaded into and run on mobile terminal 12, or alternatively
into any other computer or router which is connected to a
network.

One potential implementation of the nomadic router
device uses Embedded PC Technology. As an example, the
rugged PC/104 standard modules have a form-factor of
3.550" by 3.775" and typically 0.6" per module and weigh
approximately 7 oz. per module. The PC/104 module’s
utilization of a self-stacking bus with minimum component
count and power consumption (typically 1-2 Watts per
module) eliminates the need for a backplane or card cage.

The nomadic router can run on a 16 bit bus with an 80486
processor, for example. The standard network access devices
can support burst rates up to 10 Mbps with typical user data
throughput around 1-2 Mbps. The user bandwidth is less
depending on the available wireless communication device.
For example, Proxim’s 2 Mbps wireless LAN typically
covers 500 yards with user data throughput around 500
Kbps. As illustrated in FIG. 1, nomadic router 10 typically
includes 3 modules; a processor 10, host device or terminal
interface 10a, and communication device or system inter-
face 105.

Another potential hardware implementation is with the
CARDIO S-MOS System technology. This CPU board is
basically the same size as a PCMCIA credit card adapter. It
is 3.55x3.775x0.6 inches. The power requirements are +5V
DC +/-10% with an operating temperature of 0 to 70° C., a
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storage temperature of —-40 to 85° C., and relative humidity
of 10% to 85% non-condensing.

The CARDIO is the most compact PC/104 compatible
system available which meets the one-stack mechanical and
electrical PC/104 Rev. 2.2 specifications. Power fail
indicator, battery backup, and automatic switchover are also
possible.

The nomadic router can also be implemented on a small
portable device such as a PCMCIA card or partially on a
PCMCIA card. In the case of a full implementation on a
PCMCIA card, the host CPU and power supply are used to
execute the Nomadic Routing and other protocols,
algorithms, operating system, and application services. A
hybrid implementation with some components as part of a
PCMCIA card and others as part of other hardware imple-
mentation can also be used.

By performing packet translation in a self-contained
apparatus, processing done on the packets in the nomadic
router does not affect the host computer. All specific trans-
lation of the packets to match the network’s configuration
and available services is done internally to the nomadic
router. The nomadic router can queue, transmit, and receive
data independent of whether the host computer is available
or even attached. The algorithms and microcontroller built
into the nomadic router provides all necessary computing
routines to be a fully functional network co-processor inde-
pendent of the host computer.

By allowing the nomadic router to process packets inde-
pendently of the host computer, the host computer can be
powered down or asleep while processing is taking place,
providing an increase in battery life for the mobile host
computer.

The nomadic router can be configured with various com-
ponents in several different ways. In FIG. 10, the nomadic
router contains a processor or microcontroller 11 to translate
the packets stored in packet buffers in random access
memory. The translation functions are stored in non-volatile
memory 13 with the Real Time Operating System (RTOS)
and configuration information relative to the types of trans-
lation that need to be performed.

Upon startup (boot) of the nomadic router, the RTOS and
translation algorithms are loaded from non-volatile memory
into RAM where they are executed. There may be zero, one,
or more host interfaces in which host computers are con-
nected. There are one or more network interfaces. If no host
interface is available, the nomadic router receives packets
via the host computer from the network interface.

In FIG. 11, nomadic router 10 is implemented as an
Application Specific Integrated Circuit (ASIC) or Field
Programmable Gate Array (FPGA) 15. These chips embed
the algorithms for packet translation. The chip can include
storage for non-volatile memory 17 which stores the con-
figuration information such as when manually configured for
the current network. The chip 15 can also include random
access memory to buffer packets for translation in the
nomadic router before being sent off to the host or network
interface.

As described above, the nomadic router can be packaged
in several different hardware configurations. The nomadic
router can be embedded in the host computer, or a network
device, such as a switch or router. It can also be implemented
as a PCMCIA card which plugs into the host computer, or as
a self-contained external box.

Each nomadic router can have from one to many inter-
faces. If router 10 is put into the network infrastructure, it
does not have to be carried around with the mobile user. As
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shown in FIG. 124, nomadic router 10 is attached to a Local
Area Network (LAN) of the network infrastructure (which
constitutes the communications device 14) through system
interface 105. LAN 14 is connected through a conventional
router 26 to the internet 28. In this case, host computer
interface 10a of nomadic router 10 is not needed since
packets from host computer 12 are received through LAN
14.

To provide a secure interface between host computer 12
and network 14 to prevent host computers from being able
to watch (sniff) packets on network 14, nomadic router 10
can have one interface to host computer 12 (terminal inter-
face 10a) and a second interface (105) to network 14 as
shown in FIG. 12B. Nomadic router 10 can provide filtering
of packets received and retransmitted between the various
interfaces thus providing a firewall type of security device
which operates internally on the network. To support mul-
tiple host computers 12a . . . 127 with a single nomadic
router 10, nomadic router 10 may have multiple host inter-
faces 10q, . . . 10q,, as shown in FIGS. 12C and 20 in FIG.
13, and a network or system interface 104.

If the nomadic router is carried around by the mobile user,
it can take the form of a PCMCIA card. In FIG. 12D,
nomadic router 10 is implemented as a PCMCIA card. The
processing and translation capability is stored inside the card
and the interface to host computer 12 is through a PCMCIA
BUS interface or communication card 30. The nomadic
router may also be used as an interface between a local area
network 14 and a router 26 as illustrated in FIG. 12E. Local
area network 14 may be a mobile or portable network with
router 26 being fixed at a particular location with a physical
connection to the internet. Such an arrangement may be used
for a customer demonstration or trade show, for example,
where the local area network 14 is established among
computers previously configured to communicate with each
other but not with the foreign network having router 26.

As shown in FIG. 14, the PCMCIA card can fit in a type
IIT slot where there is a connector on nomadic router 10
which accepts communication card 30 (a type 11 PCMCIA
card). In this mode, the nomadic router does not require
internal communication device specific components.
Nomadic router 10 can also take the form of a type II
PCMCIA card. In this form, the communication device or
card 30 plugs into the opposite end of nomadic router card
10 as illustrated in FIG. 15.

The nomadic router initialization and self configuration
process provides the means by which the nomadic router is
able to learn about the host computer and network so it
knows what translation is necessary. Depending on the
particular application, the nomadic router may have to learn
the configuration of the host computer, the remote/foreign
network, or both. For example, when utilized as a fixed
nomadic router in a hotel or multiple dwelling unit, the
nomadic router will have already learned (or been manually
configured for) the remote/foreign network. The nomadic
router need only determine the settings of mobile hosts
which are subsequently connected to the network. Similarly,
when the nomadic router is implemented as a PCMCIA card
which travels with the mobile host, the nomadic router need
only learn the settings of the foreign/remote network (since
the host settings were previously learned or manually
configured). In some applications, the nomadic router learns
both the network and host configurations as previously
described.

Nomadic router 10 is able to learn the host computer 12
configuration by looking at the content of the packets sent
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from host computer 12. Rather than host computer 12
sending packets directly to router 26 or other network device
(which is what it is initially configured to do), nomadic
router 10 is able to redirect all outbound packets from the
host computer 12 to itself. This redirection can be accom-
plished in several ways as described below.

Whenever a host computer 12 has an IP packet to send to
router 26 or other network device, host computer 12 uses the
Address Resolution Protocol (ARP) to obtain the link layer
Media Access Control address (MAC address). As illus-
trated in FIG. 8, when host computer 12 broadcasts an ARP
request for the MAC address of a destination node, nomadic
router 10 intercepts this ARP request broadcast and responds
with its own MAC address (rather than that of the destina-
tion node).

When host computer 12 receives the ARP reply from
nomadic router 10 (which contains the MAC address of
nomadic router 10), host computer 12 will cache this MAC
address and send all packets destined for the configured
router or network device to the MAC address of nomadic
router 10. Host computer 12 will think that the MAC address
is that of its originally configured IP network device.
However, nomadic router 10 is only pretending (proxying)
to be the device (its home gateway) that host computer 12
expects to find. Since the MAC address is cached in host
computer 12 for a short period of time, host computer 12 will
not send out a new ARP request to obtain the MAC address
again unless a timeout period occurs or the cache is cleared,
such as when computer 12 is restarted.

When a conventional network device receives or hears a
packet with a MAC address which does not match its own,
it will ignore or drop the packet. Since it is possible to
rapidly switch from one network environment to another
using a portable computer, nomadic router 10 must be able
to intercept packets even when the MAC address is not that
of the nomadic router’s home gateway or device. This is
accomplished by placing the nomadic router’s network
connection is promiscuous mode. In this mode, the network
connection on the nomadic router accepts all packets being
transmitted on the communication link, not just ones being
broadcast or addressed specifically to it.

Nomadic router 10 may also provide other network ser-
vices to host computer 12. For example, host computer 12
may be able to utilize the DHCP service to obtain configu-
ration information rather than being manually configured.
However, a host computer utilizing the DHCP service
requires that a DHCP server be installed on the network
segment to which it is currently attached. If the host com-
puter 12 is configured to use this service but a DHCP server
is not available on the remote/foreign network, nomadic
router 10 will intercept the DHCP requests and respond with
configuration information for host computer 12 to use.

The nomadic router is able to learn about the network
environment it is currently attached using several different
methods as described below.

When the nomadic router is connected to a different
network, it will broadcast a DHCP request to obtain con-
figuration information for that network. If no DHCP service
is available on the network, the nomadic router will use
another method to learn about the network configuration.
For example, routers on the network will periodically broad-
cast router information packets which are used to build
routing tables and allow routers to adapt to changes in the
network. Nomadic router 10 will listen on the network for
these router information packets. When a router information
packet is received, the nomadic router will extract the
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configuration information from each packet and store the
information for use in translating packets from the mobile
host.

By placing the nomadic router’s network connection in
promiscuous mode, the nomadic router receives all packets
(not just ones addressed to the nomadic router). The
nomadic router examines all packets received on the net-
work interface to discover the network configuration. The
nomadic router is also able to determine the IP addresses
used on the current network and which machines are routers
(by the final destination address not being the next hop
address). Using this method, nomadic router 10 is passively
able to learn how the network is configured and will elect to
use an unused IP address. If that IP address does become
used by another network device, the nomadic router will
switch over to another unused IP address.

The network configuration information can also be manu-
ally configured in the nomadic router 10 as described above.
This information can be set using an embedded web server,
Simple Network Management Protocol (SNMP) tools, an
application running on one of the computers in the network,
or other suitable means. When manual configuration is used
to set the network configuration, nomadic router 10 will still
automatically learn the host information and provide all the
translation capabilities so the host computers do not have to
be aware of the correct network information of the LAN to
which they are currently connected.

After learning the network and/or host computer
configuration(s), the nomadic router has the necessary infor-
mation to translate packets transmitted/received by the host
computer. The nomadic router’s packet translation function
provides a mapping between location and service dependent
configurations used by host computer 12 and that used by
network 14 to which it is currently attached. For outbound
traffic from host computer 12 to network 14, the translation
function changes the content of the packet such as the source
address, checksum, and application specific parameters,
causing all packets sent out to network 14 to be directed
back to nomadic router 10 rather than to host computer 12.

Inbound traffic from network 14 arriving at nomadic
router 10 (which is really for host computer 12), is passed
through the translation function so host computer 12 thinks
that the replies were sent directly to it. Host computer 12 will
be completely unaware of all the translation being per-
formed by nomadic router 10.

The translation functions works as illustrated in FIGS. 9a
and 95. In these figures, the operations performed in the
OSI/ISO model application, transport, network, link, and
physical layers are illustrated in rows opposite the layer
designations. The operations performed by host computer
12, nomadic router 10 and network 14 are illustrated in
columns below the device designations. Host computer 12
will generate network packets using the current configura-
tion stored in host computer 12 using the standard protocol
stack as shown in step 1. This configuration information is
either manually configured in host computer 12 or obtained
using DHCP (from the network or the nomadic router).

As shown in step 2, when host computer 12 attaches the
link level destination address (automatically obtained using
the Proxy ARP packet interception routine described
earlier), host computer 12 will send the packet to the
network address of its standard router or home gateway
device using the link level address of the nomadic router 10.

In step 3, the packet is transmitted across the standard
physical connection between host computer 12 and nomadic
router 10. As shown in step 4, nomadic router 10 will receive
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the packet at the link level either because the Proxy ARP
function reconfigured the host computer’s MAC address, or
because nomadic router 10 has the network link level in
promiscuous mode which causes it to receive the packet
even if addressed to a different MAC address.

Once the packet is passed to the network layer, shown in
step 5, the nomadic router translation function will modify
the content of the packet to change the source address to
match that of the nomadic router’s address instead of the
host computer’s address. It will also translate other location
dependent information such as the name of the local Domain
Name Service (DNS) server. When translating the DNS
packet, it will change the source address to that of the
nomadic router’s address and the destination address to that
of a local DNS server.

Once the network layer translation is complete, the packet
can be translated at the application and transport layers. The
application layer is translated next, as shown in step 6,
because the transport layer requires a pseudo-network layer
header which includes the source and destination addresses
and the content from the application layer. At the application
layer translation, any addresses which describe the source
address of the host computer, such as with FTP, are trans-
lated to be that of the nomadic router’s address. Any
application layer destination addresses, such as a local proxy
server, are translated to match that of the server running on
the current network.

Once this application layer translation is complete, the
transport layer, as shown in step 7, can complete the
checksum and any port number manipulation. The port
number is manipulated if more than one host computer 12 is
attached to nomadic router 10. Each request sent by any one
of the host computers 12 include a specific port that is
translated to match an available inbound port on the
nomadic router 10.

The port number assigned for use with each host com-
puter 12 is stored in a table in nomadic router 10 and is
utilized with the reply packet to route the reply to the
corresponding host computer as describer later. Finally, the
outgoing packet is transmitted over network 14 in step 8.

When a reply packet is transmitted over network 14, as
shown in step 9, nomadic router 10 will receive the packet.
In step 10, nomadic router 10 will perform the reverse
network layer translation to set the destination address to
that of host computer 12 rather than the nomadic router’s
address, and any source address to the source address
replaced by nomadic router 10 in step 5.

Once network translation is complete, the packet is trans-
lated at the application layer, as shown in step 11, to change
the destination address to that of host computer 12 and the
source address to the original destination address stored
from step 6. In step 12, any port manipulation performed in
step 7 is changed to the original setting and a new checksum
is computed. Finally, as shown in step 13, the packet is sent
to host computer 12 which then processes the packet nor-
mally.

There are numerous options and applications of the
nomadic router. These applications include, but are not
limited to, Nomadic E-mail, Remote Network File
Synchronization, Nomadic Database Synchronization,
Instant Network Nomadic Routing, Nomadic Intranets, and
Trade Show Data Exchange. Each of these are described in
more detail below.

The Nomadic E-mail application provides a synchronized
yet distributed means for updates, reconciliation, and repli-
cas to propagate through the internet. Nomadic routers are
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located on various networks of the internet and are equipped
with nomadic E-mail support to provide synchronization,
etc. Each nomadic router enabled for nomadic E-mail can
utilize protocols such as IMAP to provide support for mobile
users without the host device having to support it (similar to
the POP3 protocol standard in internet E-mail clients).

The Remote Network File Synchronization option of the
nomadic router provides copies of user files that are stored/
cached at various locations (e.g., hotel, office, home) on
other nomadic routers equipped for remote network file
synchronization. Copies of updated files are automatically
synchronized and distributed among all peer locations.
Local updates can be made while the host is disconnected
from the nomadic router and from the network.

The Nomadic Database Synchronizer houses the user’s
(synchronized) master databases (e.g., contacts, addresses,
phone numbers). The nomadic router of the database syn-
chronizer does not need to be used on the network because
it will interface directly with various host devices such as
laptops, desktops, personal digital assistants, handheld per-
sonal computers, pagers, etc. via various standard porets.

The objective of the Instant Network nomadic router is to
enable rapid deployment of a communication network in any
environment with little or no fixed infrastructure. The host
and communication devices do not have to directly support
the rapid deployment functionality.

The instant network nomadic router distributedly and
intelligently establishes a wireless (or wired) communica-
tion link between the host device and the desired commu-
nication system while performing configuration, security,
multihop routing, and network level data transmission over
various communication devices. The nomadic router per-
forms all the necessary network creation and processing
automatically to remove configuration and system support
from the host system or user. The instant network nomadic
router utilizes proprietary and existing/emerging wireless
communication systems, and multihop routing protocols.

Many communication infrastructures are varied and
fragmented, which is likely to be exacerbated as more
technologies are introduced. For example, high performance
LANs, wireless services, cellular telephony, satellite, and
ubiquitous paging networks, all provide varying degrees of
coverage, cost, and bandwidth/delay characteristics.

Conditions may range from no connectivity at all because
of lack of service, to partial and/or intermittent connectivity
as devices are plugged and unplugged from a system.
Likewise, damage communication infrastructures
(deliberately or by accident), lossy communication as a
system moves through various service areas or difficult
domains, and times when multiple network devices
(communication substrates) can be used at the same time
complicate connectivity. The instant network nomadic
router will dynamically adapt the communication internet-
work (dynamically creating one if necessary) to provide
survivable communication in a mobile chaotic environment
without the need for centralized control or fixed infrastruc-
tures.

The rapidly deployable nomadic router is a device asso-
ciated with each user host device (e.g., PDA or laptop
computer). It transparently provides the following capabili-
ties for host computer systems using various wireless com-
munication devices for physical and link layer access:
dynamic wireless network creation; initialization into exist-
ing wireless networks; automatic configuration; network and
subnetwork level data transmission; and multihop routing
functionality.
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The nomadic router can detect another device by polling
the interface, providing an interrupt signal, or through
specialized signaling. This in turn activates the nomadic
router to provide translation for the device (if necessary) and
establish a communication link to an appropriate corre-
sponding interface and wireless subnetwork. The nomadic
router operates at a level between the host device generating
data and the physical communication transmission device as
illustrated in FIG. 1.

The Nomadic Intranet application provides all network
and server type services for users to dynamically create an
adhoc network. This is similar to the instant network
nomadic router except the nomadic intranet is a single
device with multiple ports into which laptop/devices can be
plugged. The instant network nomadic router is distributed
to each host device. The nomadic intranet not only provides
adhoc networking but can also provide services such as
temporary file storage, protocol conversion, act as a print
server, and provide other services described as part of the
Basic nomadic router.

The Trade Show nomadic router applications not only
provide the basic nomadic router functionality for an exhibi-
tor’s computer that is brought to the show, but also provides
lead capture and/or information distribution. Lead capture
can be provided by interfacing with a badge reader to read
attendees’ information. This information is then captured by
the nomadic router and made available in the exhibitor’s
lead database.

The Nomadic Intranet application provides all network
and server type services for users to dynamically create an
adhoc network. This is similar to the instant network
nomadic router except the nomadic intranet is a single
device with multiple ports into which laptop/devices can be
plugged. The instant network nomadic router is distributed
to each host device. The nomadic intranet not only provides
adhoc networking but can also provide services such as
temporary file storage, protocol conversion, act as a print
server, and provide other services described as part of the
Basic nomadic router.

As briefly described above, the fixed nomadic router
applications provide the same basic functionality and archi-
tecture as the portable nomadic router with the nomadic
router stored in one location. The fixed nomadic router acts
as a surrogate or “Home Agent” for the user when he/she is
away on travel. When the user wishes to register or utilize
their host device elsewhere in the network, the portable
nomadic router will register with the fixed nomadic router
where it is temporarily attached to the network so informa-
tion can be forwarded to the user’s new location. The fixed
nomadic router can also be used to house the master copy of
the user’s E-mail for the nomadic E-mail service, or files for
the nomadic file synchronizer.

The nomadic router provides the mapping between the
location-based IP address used in the internet today and the
permanent user-based address housed in the host CPU. This
mapping is done without support or knowledge of such
mapping by the host CPU or user. The Internet RFC 2002
Mobile IP protocol specifies the mapping between perma-
nent and temporary IP addresses. The unique aspect of the
nomadic router is that the Mobile IP protocols are not
necessarily running in, or supported by, the host CPU, but
rather are internal to the nomadic router.

By implementing this protocol as part of the translation
function in the nomadic router, the nomadic router can
encapsulate packets from the host computer and transmit
them back to the fixed nomadic router which are sent out
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(un-encapsulated) on the native (home) network. Replies
from the home network are received by the fixed nomadic
router and are encapsulated and sent back to the nomadic
router. When packets are transmitted between the nomadic
router and fixed nomadic router, the packets are encrypted
and sent using the Internet Tunneling Protocol.

Since the (mobile) nomadic router provides location inde-
pendence and the fixed nomadic router forwards all packets
from a corresponding host to the host computer via the
nomadic router, any changes in the location, failure of a
network link, or attachment point of the mobile host com-
puter does not cause any open session to be lost. This session
loss prevention is possible since the fixed nomadic router
pretends to be the mobile host computer, and the nomadic
router pretends to be the home network. The fixed nomadic
router and nomadic router translation functions hide the link
and network loss from the transport and application session.

While embodiments of the invention have been illustrated
and described, it is not intended that these embodiments
illustrate and describe all possible forms of the invention.
Rather, the words used in the specification are words of
description rather than limitation, and it is understood that
various changes may be made without departing from the
spirit and scope of the invention.

What is claimed is:

1. A method for providing connectivity between a foreign
device on a second local area network and a user device
configured for a first local area network, the user device
having a permanent address, the method comprising:

intercepting packets transmitted by the user device

intended for the foreign device on the second local area
network to automatically determine network settings of
the user device, the packets transmitted by the user
device having the permanent address of the user device
as a source address;

modifying packets transmitted by the user device to make

these packets compatible with the second local area
network based on the network settings of the user
device and on network settings of the second local area
network such that the second local area network
appears as the first local area network to the user
device;

wherein modifying packets transmitted by the user device

includes substituting the permanent address of these
packets with a router address as the source address,
wherein the router address is an address recognized by
the foreign device;

intercepting packets transmitted by the foreign device

intended for the user device, the packets transmitted by
the foreign device having the router address as a
destination address;

modifying packets transmitted by the foreign device to

make these packets compatible with the first local area
network based on the network settings of the user
device and on the network settings of the second local
area network such that the first local area network
appears as the second local area network to the foreign
device;

wherein modifying packets transmitted by the foreign

device includes substituting the router address of these
packets with the permanent address as the destination
address.

2. The method of claim 1 wherein the step of intercepting
packets transmitted by the user device comprises receiving
and processing packets transmitted by the user device which
would otherwise be dropped by devices on the second local
area network due to incompatible network settings.
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3. The method of claim 1 further comprising:

automatically determining the network settings of the

second local area network based on packets transmitted
over the second local area network.

4. The method of claim 1 further comprising:

automatically determining the network settings of the

second local area network by transmitting a Dynamic
Host Control Protocol (DHCP) packet over the second
local area network.
5. The method of claim 1 wherein the step of intercepting
packets transmitted by the user device comprises:
intercepting an Address Resolution Protocol (ARP) mes-
sage transmitted by the user device having a network
address of a device on the first local area network; and

replying to the ARP message with a Media Access Control
(MAC) address of a device on the second local area
network.

6. The method of claim 1 wherein the step of intercepting
packets transmitted by the user device comprises operating
in a promiscuous mode to receive and process all packets
transmitted by the user device.

7. The method of claim 1 wherein the router address is
automatically determined based on the network settings of
the second local area network.

8. The method of claim 7 wherein the step of substituting
the permanent address of a packet transmitted by the user
device comprises replacing a source address within a packet
header.

9. The method of claim 7 wherein the step of substituting
the permanent address of a packet transmitted by the user
device comprises replacing a source address within contents
of the packet.

10. The method of claim 1 wherein the step of intercepting
packets transmitted by the user device comprises:

intercepting a Dynamic Host Control Protocol (DHCP)

packet transmitted by the user device;

determining whether a DHCP server is available on the

second local area network; and

replying to the DHCP packet to provide configuration

settings based on network settings of the second local
area network.

11. A method for providing access to a network utilizing
private IP addresses for a user device having an incompat-
ible private IP address, the method comprising:

intercepting data transmitted by the user device contain-

ing the incompatible private IP address;

modifying the data using a private IP address compatible

with the network private IP addresses; and
transmitting the modified data on the network.

12. The method of claim 11 further comprising connecting
a translator to the network to perform the steps of intercept-
ing the data transmitted by the user device, modifying the
data, and transmitting the data.

13. The method of claim 12 wherein the step of connect-
ing comprises connecting the translator between the user
device and the network.

14. The method of claim 12 wherein the user device and
translator are directly connected to the network.

15. The method of claim 11 wherein the step of intercept-
ing packets comprises receiving and processing packets
which would otherwise be dropped by devices on the second
local area network due to incompatible network settings.

16. The method of claim 11 wherein the step of intercept-
ing packets comprises operating in a promiscuous mode to
receive and process all packets transmitted by the user
device.
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17. The method of claim 11 wherein the step of intercept-
ing packets comprises:

intercepting an Address Resolution Protocol (ARP) mes-

sage transmitted by the user device; and

replying to the ARP message with a hardware address of

a device on the network so future messages transmitted
by the user device are directed to the device on the
network.

18. A method for providing access to a network utilizing
DHCP for a user device configured with a static IP address,
the method comprising:

intercepting packets transmitted by the user device to

determine the static IP address;

transmitting a DHCP request on the network to determine

at least one available network IP address;

modifying the packets transmitted by the user device

based on an available IP address; and

transmitting the modified packets on the network to

provide network access to the user device.

19. A method for providing connectivity to a first network
for a user device, the user device having a permanent
address, the method comprising:

automatically determining network settings of the first

network based on addresses contained in messages
transmitted over the first network;

20

intercepting user device messages transmitted over the
first network without regard to message destination
addresses, the user device messages having the perma-
nent address of the user device as a source address; and

modifying incorrectly configured messages transmitted
by the user device based on the network settings of the
foreign network, wherein modifying incorrectly con-
figured messages transmitted by the user device
includes substituting the permanent address of these
messages with a router address as the source address,
wherein the router address is an address recognized by
the foreign network.

20. The method of claim 19 wherein the user device is
configured to communicate over a home network having
15 network settings incompatible with the foreign network, the
method further comprising:

5

automatically determining network settings of the user
device by intercepting an Address Resolution Protocol
(ARP) message transmitted by the user device having

20 a destination address of a device on the home network
and replying to the ARP message by associating a
Media Access Control (MAC) address of a device on
the first network with the destination address of the
’s device on the home network.
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SYSTEM AND METHOD FOR
ESTABLISHING NETWORK CONNECTION
WITH UNKNOWN NETWORK AND/OR USER
DEVICE

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is a continuation of U.S. application Ser.
No. 09/684,937, filed Oct. 6, 2000, now U.S. Pat. No. 7,088,
727; which is a continuation-in-part of U.S. application Ser.
No.09/041,534, filed Mar. 12, 1998, now U.S. Pat. No. 6,130,
892; which is a continuation-in-part of U.S. application Ser.
No. 08/816,174, filed Mar. 12, 1997, now abandoned.

STATEMENT REGARDING FEDERALLY
SPONSORED RESEARCH OR DEVELOPMENT

The U.S. government may have rights in this invention as
provided for by the terms of Contract No. DAAHO01-97-C-
R179 awarded by DARPA.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention is generally related to the art of
network communications.

2. Background Art

User digital communication addresses such as internet or
1P addresses are conventionally associated with a fixed physi-
cal location, similar to a user’s business telephone line. How-
ever, portable communication devices such as laptop comput-
ers are becoming increasingly popular, and it is common for
a user to access the internet from locations as diverse as hotel
rooms and airplanes.

Digital communication networks are set up to route com-
munications addressed to a communication or network
address to an associated destination computer at an estab-
lished physical location. Thus, if a laptop computer is moved
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computer may not reach the new physical location.

For a computer (host) to communicate across a network
(e.g., the internet), software protocols (e.g., Transport Con-
trol Protocol/Internet Protocol (TCP/IP)) must be loaded into
the host. A host computer sends information (i.e., packets of
data) to another destination computer via devices on the net-
work (routers) which receive the packets and send the packets
to the network or segment of the destination host.

The destination host will route replies back using a similar
process. Each host computer and router must therefore be
configured to send the packets of data to an appropriate router
to reach the intended destination. However, a router will
receive the packets only if the host computers specifically
send (address) the packets to that router at the link layer of the
communication protocol. If a host is configured incorrectly
(bad address or address of a router not on the local network),
then the host computer and router will be unable to commu-
nicate, i.e., the router will not listen to the host or will “drop”
packets.

With the advent of mobile computers (laptops) and the
desire to plug them into various networks to gain access to the
resources on the network and internet, a mobile computer
must be reconfigured for each network. Traditionally this new
configuration can be done either (i) manually in software on
the mobile computer (usually causing the mobile computer to
be restarted to load the new configuration), or (ii) with a new
set of protocols which must be utilized on the mobile com-
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puter to obtain the configuration information from a device on
the network to which the computer is being connected. When
new services (protocols) are created to add functionality to
the host computers, these new protocols may need to be
updated in the host computers or routers, depending upon the
type of new functionality being added.

SUMMARY OF THE INVENTION

In accordance with the present invention, a “Nomadic”
router or translator enables a laptop computer or other termi-
nal which is configured to be connected to a local home
network to be connected to any location on the internet or
other digital data communication system. The nomadic router
automatically and transparently reconfigures packets sent
to/from the terminal for its new location by processing out-
going and incoming data.

The nomadic router includes a processor which appears as
the home network to the terminal, and appears as the terminal
to the communication system. The terminal has a terminal
address, the nomadic router has a router address, and the
terminal transmits outgoing data to the system including the
terminal address as a source address. Whether or not the
message is addressed to the nomadic router at the link layer,
the processor intercepts the message and translates the out-
going data by replacing the permanent address with the router
address as the source address. Incoming data intended for the
terminal from the system includes the translator address as a
destination address, and the processor translates the incoming
data by replacing the translator address with the permanent
address as the destination address.

The terminal can be directly connected to a point on a local
network, and the nomadic router connected to another point
on the network. The nomadic router can be employed to
implement numerous applications including nomadic e-mail,
network file synchronization, database synchronization,
instand networking, a nomadic internet, mobile virtual pri-
vate networking, and trade show routing, and can also be
utilized as a fixed nomadic router in hotels, or multi-dwelling
units, or multiple tenant units, for example.

The nomadic router can be implemented as software and/or
hardware. The nomadic router establishes location and device
transparency for a digital communication terminal such as a
laptop computer. The terminal can be connected to any of a
variety of networks and locations which can employ a variety
of communication interface devices.

The nomadic router automatically converts the actual loca-
tion address to a unique communication address for the user
such as an internet address, such that the terminal performs
communications originating from the communication
address regardless of the physical location of the terminal.

The nomadic router includes software and services which
canbe packaged in a personal portable device to support arich
set of computing and communications capabilities and ser-
vices to accommodate the mobility of nomads (users) in a
transparent, integrated, and convenient form. This is accom-
plished by providing device transparency and location trans-
parency to the user.

There is a vast array of communication device alternatives
such as Ethernet, Wireless LAN, and dialup modem among
which the user switches when in the office, moving around the
office, or on the road (such as ata hotel, airport, orhome). The
device transparency in the nomadic router provides seamless
switching among those devices (easily, transparently, intelli-
gently, and without session loss). The location transparency
support in the nomadic router prevents users from having to
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reconfigure (e.g., IP and gateway address) their network
device (laptop) each time they move to a new network or
subnetwork.

The present nomadic router provides a separation of loca-
tion and identity by providing a permanent IP address to the
network device (host). The nomadic router provides indepen-
dence between the location, communication device, and the
host operating system. There are no new standards which
need to be adopted by the networking community. All spe-
cialized processing is stored internally to the nomadic router
with standard interfaces to the host device and various com-
munication devices.

The nomadic router supports the migration to Network
Computers by providing identity and security services for the
user. The nomadic router also supports multiple parallel com-
munication paths across the communications network for soft
handoff, increased throughput, and fault tolerance by sup-
porting multiple communication substrates.

A portable router for enabling a data communication ter-
minal to be location and device transparent according to the
present invention, comprises: a first module for storing a
digital communication address of a user; a second module for
detecting a data communication network location to which
the terminal is connected; a third module for detecting com-
munication devices that are connected to the terminal; a
fourth module for establishing data communication between
the terminal and the network such that the communication
address of the location from the second module is automati-
cally converted to the communication address of the user
from the first module; and a fifth module for automatically
selecting a communication device which was detected by the
third module for use by the fourth module.

The present nomadic router utilizes a unique process
embodied in a self-contained apparatus which manipulates
the packets of data being sent between the host computers and
routers. This process provides an intelligent active universal
translation of the content of the packets being transmitted
between the host computer and nomadic router. The transla-
tion allows the host computer to communicate with the
nomadic router, which intercepts packets from the host, even
when the host computer is not configured to communicate
with the nomadic router.

This is achieved by the nomadic router pretending to be the
router for which the host is configured, and by the nomadic
router pretending to be the host with which the router expects
to communicate. Therefore, the nomadic router supports the
mobility of computers in that it enables these computers to
plug into the network at different locations (location indepen-
dence) without having to install, configure, or utilize any net
protocols on the mobile computer.

The mobile computer continues to operate without being
aware of the change in location or configuration of the new
network, and the nomadic router translates the data allowing
the host to think that it is communicating with its home router.
By putting this process in a self-contained apparatus, the
deployment of new protocols can be performed indepen-
dently of the host computer and its operating system (host
independent).

All specialized processing and translation is stored inter-
nally in the nomadic router with standard interfaces to the
host device and various communication devices. Thus, no
new standards need be adopted. By removing the complexity
of supporting different network environments out of the
mobile computer and into this self-contained apparatus, the
nomadic router allows the host computer to maintain a very
minimal set of software protocols and functionality (e.g., the
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minimum functionality typically installed in network com-
puters) to communicate across the network.

The nomadic router translation ability also enables the use
of alternate communication paths (device independence)
without the host computer being aware of any new commu-
nication device that utilizes an alternate communication path.
The translation of the packets is done not just at the physical,
link, or network layer of the protocol stack but at the transport
and application layers as well. This allows the network card,
protocol stack, and application running on the host computer
to be independent of the network environment and configu-
ration.

As an example of the communication device indepen-
dence, the translation allows soft handoff, increased through-
put, and fault tolerance by supporting multiple communica-
tion substrates. In addition, the nomadic router translation
ability provides a flexible process for deploying enhanced
nomadic and mobile computing software and services such as
filtering of packets and determining which packets should be
allowed to be transmitted between the mobile computer and
the nomadic router or local area network (Internal Firewall).

The router apparatus can be: (i) carried with the mobile
user (e.g., using an external box); (ii) attached to the mobile
computer (e.g. PCMCIA card); (iii) installed inside the
mobile computer (e.g., a chip in the laptop); (iv) or installed
into the remote network infrastructure to provide network
access for any mobile computer (e.g., a box which plugs into
the remote or foreign local area network translating packets
being sent between the host and its router, or a chip which is
installed in routers on the remote network). The nomadic
router can also be provided in the form of software which is
loaded into and run in the mobile computer or another com-
puter or router on a network.

These and other features and advantages of the present
invention will be apparent to those skilled in the art from the
following detailed description, taken together with the
accompanying drawings, in which like reference numerals
refer to like parts.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a diagram illustrating one implementation of a
nomadic router positioned between the host computing
device and various communication devices using standard
interfaces;

FIG. 2 is a diagram illustrating a basic nomadic router
architecture, which is referred to as the hardware implemen-
tation architecture;

FIG. 3 is a flowchart illustrating a configuration overview
of'the basic steps performed when a host device is attached to
the present nomadic router and when a network interface is
attached to the router;

FIG. 4 is a flowchart illustrating automatic adaptation to
the host device when the first data packet from the host is sent
to a home network router or when an activation interrupt or
signal is received;

FIG. 5 is a flowchart illustrating a process initializing and
checking the various communication device interfaces for
initialization, activation, etc.;

FIG. 6 is a diagram illustrating a basic nomadic router
architecture when implemented as software in the host
device;

FIGS. 7A to 7G are diagrams illustrating protocol stack
implementations for various network devices, with the trans-
lation function performed for all layers of the protocol stack
in the nomadic router;
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FIG. 8 is a flowchart illustrating a proxy ARP packet inter-
ception and host reconfiguration process;

FIGS. 9A and 9B provide a flowchart illustrating a trans-
lation process which takes place in the host computer and
nomadic router at various levels in the protocol stack;

FIG. 10 is a diagram illustrating the architecture of the
nomadic router implemented as a hardware device including
amicrocontroller and a non-volatile memory for storing algo-
rithms implementing the translation function;

FIG. 11 is a diagram illustrating the architecture of the
nomadic router apparatus implemented as an Application
Specific Integrated Circuit (ASIC) chip;

FIGS. 12A to 12E are diagrams illustrating host and net-
work interface modes in which the nomadic router is able to
operate;

FIG. 13 is a simplified perspective view illustrating the
nomadic router as implemented in a self-contained box which
connects onto a local area network via a network interface
port and has multiple ports to connect to host computers;

FIG. 14 is a simplified perspective view illustrating the
nomadic router apparatus as implemented on a PCMCIA
Type 1II card where the nomadic router plugs into the host
computer’s type I slot and the communication card device, of
Type 11, plugs directly into the nomadic router so both may be
powered and stored in the portable host computer; and

FIG. 15 is a simplified perspective view illustrating the
nomadic router as implemented on a PCMCIA Type II cared
where the nomadic router plugs into the host computer via a
type Il interface slot and where the communication card
device, Type 11, plugs into the nomadic router type II card.

DETAILED DESCRIPTION OF THE PREFERRED
EMBODIMENT(S)

FIG. 1 illustrates a “nomadic” translator or router 10
embodying the present invention as being connected between
a host device or computer 12 and a communications device
14. Host device 12 is a laptop computer or other fixed or
mobile digital data communication terminal which is suffi-
ciently portable or mobile that it can be carried from one
location to another. A laptop computer, for example, can be
used in any convenient location such as an airplane, custom-
er’s office, home, etc.

Communications device 14 can be part of any type of
communication system to which host computer 12 can be
connected. Such communication systems include, but are not
limited to, local networks, wide area networks, dial-up and
direct internet communications, etc. In a typical application,
the communications device will connect the host computer to
a local network which itselfis connected to the internet Thus,
host device 12 is able to communicate with an unlimited
number of networks and nodes which are themselves inter-
connected with routers, switches, bridges, etc. in any known
manner.

Router 10 includes a terminal interface 10a which nor-
mally is used to connect router 10 to host device 12, and a
system interface 106 which connects router 10 to communi-
cations device 14. Router 10 generally includes a processor
consisting of hardware and/or software which implements the
required functionality. Router 10 is further configured to
operate in an alternate mode in which host device 12 is con-
nected directly to a network, and router 10 is also connected
to a point in the network via system interface 104. In this case,
terminal interface 10a is unused.

Although device 10 is described herein as being a router, it
will be understood that router 10 is not a conventional router
in that it includes the capability for providing interconnect-

5

10

20

25

30

35

40

45

55

60

65

-79-

6

ability between networks. Instead, router 10 is essentially a
translator which enables host device 12 to be automatically
and transparently connected to any communications device
14, and process incoming and outgoing data for device 12.

Host device 12 may be provided with a permanent internet
address which conveniently need not be changed in accor-
dance with the present invention. Device 12 is initially con-
figured to communicate with a particular gateway or other
home device at its base location. The gateway has a link layer
address which device 12 attempts to locate when it is con-
nected to any communication system. Without the function-
ality of the present nomadic router 10, host device 12 would
not be able to operate at a remote location because it would
not find its gateway.

It will be understood that the term “home” does not relate
to a residence, but is the network, gateway or other commu-
nication device or system to which the terminal is normally
connected and which corresponds to the home internet or IP
address.

FIG. 1 further illustrates a top protocol layer 16 represent-
ing host computer device 12 which generates and consumes
data that is transferred through communications device 14.
Interface 16 is below the IP layer, and above the link layer in
the typical OSI/ISO model. In the middle is a layer 18, which
represents router 10, whose function is to adaptively config-
ure and utilize the underlying communications device and
provide router support. A lower layer 20 is a physical com-
munication which carries out the communication (potentially
wire-lined internet based, ad-hoc or wireless) as made avail-
able and determined for use by the nomadic router or user.
Between router layer 18 and layers 16 and 20 are interfaces 22
and 24 which router 10 identifies and configures dynamically.

The present invention operates with host computers, rout-
ers, and other network devices through well-defined standard
interfaces such as specified by the IETF (Internet Engineering
Task Force) and IEEE standardization committees. These
standards specify the packet format, content, and physical
communication characteristics. As shown in FIG. 7A, host
computers have to be configured at various layers of the
protocol stack depending on the communication capabilities
and configurations of the current network.

Hubs, as shown in FIG. 7B, provide a well defined interface
to connect host computers and network devices by transmit-
ting packets across multiple physical connections. Hubs do
not provide any manipulation or translation of the content of
the packets being transmitted.

Bridges or switches, as shown in FIG. 7C, provide an
intelligent filtering mechanism by which packets are trans-
mitted across multiple physical connections based upon the
physical connection the device is connected to, according to
the link layer addressing (Media Access Control Address).
Bridges and switches do not manipulate the content of the
packet and do not provide any higher layer protocol function-
ality.

Routers, as shown in FIG. 7D, accept packets based upon
the destination address at the network layer in the packet.
However, the host computer must explicitly address the
packet to the router at the link layer. The router will then
retransmit the packet across the correct physical connection
based upon hos it is configured. No modification or transla-
tion of the packet is performed at any higher layer of the
protocol stack than the network layer.

Firewalls, as shown in FIG. 7E, filter packets at the network
and transport layers to allow only certain packets to be
retransmitted on the other physical connection. Firewalls do
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not manipulate the content of the packet, only forward it onto
the next hop in the network if it passes the transport (port) or
network (IP address) filter.

Proxies and gateways, as shown in FIG. 7F, only receive
packets explicitly addressed to them by host computers. They
only manipulate packets at the application level. The present
nomadic router 10, as shown in FIG. 7g, manipulates and
content of the packets at the link, network, transport, and
application layers of the protocol stack to provide a transla-
tion between the host computer configuration and the con-
figuration of the remote or foreign network to which the host
computer is currently attached.

Unlike all other devices shown in FIGS. 7A to 7F, router 10
will automatically intercept and translate packets without the
other devices being aware of router 10 or being configured to
use it, i.e., without packets being addressed to router 10. The
translation algorithms in router 10 which provide this loca-
tion independence are provided completely internal to router
10. Thus, no new standards need to be developed, accepted, or
implemented in host computers 12 or routers 26 to deploy
new network services when using the nomadic router.

Whenever a new or different communication device
(which includes the link and physical layers) is utilized in a
host computer 12, the host computer’s network layer must be
aware of this new communication device. Since router 10 has
its own network interface to the communication device, alter-
nate communication devices can be utilized in router 10
which the host computer 12 can utilize but does not have to be
configured to use.

Permanent Addressing not Location Based

Today we communicate with individuals in terms of the
location of their communications instruments (for instance,
their computer’s IP address or their fax machine’s phone
number). To support mobility and changing communication
environments and devices, it is necessary to create an envi-
ronment where people communicate with other people, and
not specifically with the devices they use. To transparently
support mobility and adaptivity in a wireless, potentially ad-
hoc, communication internetwork, a common virtual network
must be provided by an intelligent device or agent which
supports the various computing hosts and communication
devices.

The present nomadic router 10 provides the mapping
between the location based IP address used in the internet
today and the permanent user based address housed in the
host CPU in the device 12. This is illustrated in FIG. 2 as “IP
Mapping.” This mapping is done without support or knowl-
edge of such mapping by the host CPU or user.

The internet RFC 2002 Mobile IP protocol specifies the
mapping between permanent and temporary IP addresses.
The unique aspect of the nomadic router is that the Mobile IP
protocols are not necessarily running in, or supported by, the
host CPU but rather are internal to the nomadic router. The
host configuration information, such as IP number, is discov-
ered or determined as illustrated in FIG. 4 and stored in
nomadic router 10 as illustrated in FIG. 2 as “Host Info.” This
configuration process is overviewed in FIG. 3.

Optional Off-Loaded Processing

As illustrated in FIG. 2, nomadic router 10 can provide
off-load communication processing for the host CPU by
being physically separate from host device 12. The adapta-
tion, selection, and transportation of information across the
network is performed by nomadic router 10. This allows the
host terminal or device 12 to utilize the network without
having to directly support the network protocols. By having
the nomadic router be responsible for adapting to the current
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network substrate, the host CPU can maintain a higher per-
formance because the routing, adaptation, packetization, etc.
algorithms, or packet processing, are performed by router 10.

The nomadic router can also queue, transmit, and receive
data independent of whether the host device 12 is available or
even attached. CPU 11 built into nomadic router 10 may
provide all necessary computing routines to be a fully func-
tional network co-processor independent of the host CPU.
This will allow increased battery life for the user because the
nomadic router does not have numerous user I/O devices as
does the host device 12.

Location Independence

The instant network nomadic router provides the ability to
provide ubiquitous and reliable support in a location indepen-
dent fashion. This removes any burden on the user for device
reconfiguration (e.g., IP address configuration, gateway or
next hop router address, netmask, link level parameters, and
security permissions) or data transmission.

The problem with existing protocol stacks is that commu-
nicating devices have to be reconfigured every time the com-
munication environment changes. TCP/IP requires a new net-
work node and gateway number. Appletalk will automatically
choose an unused node number and discover the network
number, but all open communications are lost and services
have to be restarted to begin using the new information.

This occurs, for example, when a PowerBook is plugged
into a network, putto sleep, and then powered up in a different
network. All network services are restarted upon wakeup, and
network applications get confused if they are not restarted.
The nomadic router solves this problem by providing tempo-
rary as well as permanent network and node numbers similar
to that provided by Mobile IP. However, the nomadic router
will also work with other protocol stacks (e.g., AppleTalk).

Mobile IP provides location independence at the network
level and not at the link level. All link level parameters, which
are device specific, will be automatically configured as illus-
trated in FIG. 5 when a new communications (network inter-
face) device is attached to the nomadic router. The nomadic
router completely eliminates the need for manual configura-
tion by adaptively supporting device independence.

Multiple Substrates (Device Independence)

Another innovative feature of the nomadic router is the
support for simultaneous use of multiple communication sub-
strates. This is illustrated in FIG. 2 as “Device Selection.”
Users should be able to utilize two or more communication
substrates, either to increase throughput or to provide soft-
handoff capability. This functionality is not supported in
today’s typical protocol stacks (e.g., TCP/IP or AppleTalk).

For example, via the “network™ control panel, the user can
select between communications substrates such as EtherTalk,
LocalTalk, Wireless, ARA, etc., but cannot remotely login
across EtherTalk while trying to print via Local Talk. Routers
are typically able to bridge together various communication
substrates, but merging the LocalTalk and EtherTalk net-
works together is often not desirable for many reasons,
including performance and security.

A problem with existing routers is that they require manual
configuration and exist external to the node. To overcome
this, the nomadic router can support automatic configuration
and full router functionality internally. This allows a mobile
or nomadic node to adapt to various communication and
network devices dynamically, such as when the user plugs in
a PCMCIA card or attaches a communications device to the
serial port.

Once the nomadic router becomes aware of the available
communication devices and activates them, the transport of
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data across the multiple communication substrates can take
place. The unique algorithm and protocol in the nomadic
router which chooses the most appropriate device to use, is
shown in FIG. 2 and FIG. 5 as part of the “nomadic router
Device Checker” through the “nomadic router Device Selec-
tion” across each interface.

There are numerous factors that can affect the selection of
utilizing one or more devices. Such factors typically include
available bandwidth, cost to initiate and maintain connection,
power requirements and availability, and user’s preference.

Another feature of the nomadic router is the support for
alternate or simultaneous use of various communication sub-
strates. This is performed as part of step 5 in FIG. 6 when the
source address is that of the communication substrate on
which the nomadic router is going to send the packet. Host
computers will now indirectly be able to utilize two or more
communication substrates, either to increase throughput or to
provide soft-handoff capability.

This functionality is not supported in typical protocol
stacks (e.g. TCP/IP or AppleTalk). Once the nomadic router
becomes aware of the available communication devices and
activates them, the transport of data across the multiple com-
munication substrates can take place. The unique algorithm
and protocol in the nomadic router which chooses the most
appropriate device to use is part of the “nomadic router
Device Checker” through the “nomadic router Device Selec-
tion” across each interface.

There are numerous factors that can affect the selection of
utilizing one or more devices. Such factors typically include
available bandwidth, cost to initiate and maintain connection,
power requirements and availability, and user’s preference.

Hardware Specification

The nomadic router can run completely in software with-
out any special hardware as shown in FIG. 6, or without a
CPU separate from the main host, or packaged in the form of
ahardware device as shown in FIG. 2. The nomadic router can
also be provided as a digital storage medium which stores the
software program that implements the functionality of the
router’s translation processing. Examples of digital storage
media include optical media (e.g. CD-ROM), magnetic
media (e.g. floppy disks), non-volatile or read-only memo-
ries, or any combination thereof. The program is loaded into
and run on mobile terminal 12, or alternatively into any other
computer or router which is connected to a network.

One potential implementation of the nomadic router device
uses Embedded PC Technology. As an example, the rugged
PC/104 standard modules have a form-factor of 3.550" by
3.775" and typically 0.6" per module and weigh approxi-
mately 7 oz. per module. The PC/104 module’s utilization of
a self-stacking bus with minimum component count and
power consumption (typically 1-2 Watts per module) elimi-
nates the need for a backplane or card cage.

The nomadic router can run on a 16 bit bus with an 80486
processor, for example. The standard network access devices
can support burst rates up to 10 Mbps with typical user data
throughput around 1-2 Mbps. The user bandwidth is less
depending on the available wireless communication device.
For example, Proxim’s 2 Mbps wireless LAN typically cov-
ers 500 yards with user data throughput around 500 Kbps. As
illustrated in FIG. 1, nomadic router 10 typically includes 3
modules; a processor 10, host device or terminal interface
104, and communication device or system interface 104.

Another potential hardware implementation is with the
CARDIO S-MOS System technology. This CPU board is
basically the same size as a PCMCIA credit card adapter. It is
3.55x3.775x0.6 inches. The power requirements are +5V DC
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+/31 10% with an operating temperature of 0 to 70° C.; a
storage temperature of —40 to 85° C., and relative humidity of
10% to 85% non-condensing.

The CARDIO is the most compact PC/104 compatible
system available which meets the one-stack mechanical and
electrical PC/104 Rev. 2.2 specifications. Power fail indica-
tor, battery backup, and automatic switchover are also pos-
sible.

The nomadic router can also be implemented on a small
portable device such as a PCMCIA card or partially on a
PCMCIA card. In the case of a full implementation on a
PCMCIA card, the host CPU and power supply are used to
execute the Nomadic Routing and other protocols, algo-
rithms, operating system, and application services. A hybrid
implementation with some components as part of a PCMCIA
card and others as part of other hardware implementation can
also be used.

Apparatus Components

By performing packet translation in a self-contained appa-
ratus, processing done on the packets in the nomadic router
does not affect the host computer. All specific translation of
the packets to match the network’s configuration and avail-
able services is done internally to the nomadic router. The
nomadic router can queue, transmit, and receive data inde-
pendent of whether the host computer is available or even
attached. The algorithms and microcontroller built into the
nomadic router provides all necessary computing routines to
be a fully functional network co-processor independent of the
host computer.

By allowing the nomadic router to process packets inde-
pendently of the host computer, the host computer can be
powered down or asleep while processing is taking place,
providing an increase in battery life for the mobile host com-
puter.

The nomadic router can be configured with various com-
ponents in several different ways. In FIG. 10, the nomadic
router contains a processor or microcontroller 11 to translate
the packets stored in packet buffers in random access
memory. The translation functions are stored in non-volatile
memory 13 with the Real Time Operating System (RTOS)
and configuration information relative to the types of trans-
lation that need to be performed.

Upon startup (boot) of the nomadic router, the RTOS and
translation algorithms are loaded from non-volatile memory
into RAM where they are executed. There may be zero, one,
or more host interfaces in which host computers are con-
nected. There are one or more network interfaces. If no host
interface is available, the nomadic router receives packets via
the host computer from the network interface.

In FIG. 11, nomadic router 10 is implemented as an Appli-
cation Specific Integrated Circuit (ASIC) or Field Program-
mable Gate Array (FPGA) 15. These chips embed the algo-
rithms for packet translation. The chip can include storage for
non-volatile memory 17 which stores the configuration infor-
mation such as when manually configured for the current
network. The chip 15 can also include random access
memory to buffer packets for translation in the nomadic
router before being sent off to the host or network interface.

Apparatus Packaging

As described above, the nomadic router can be packaged in
several different hardware configurations. The nomadic
router can be embedded in the host computer, or a network
device, such as a switch or router. It can also be implemented
as a PCMCIA card which plugs into the host computer, or as
a self-contained external box.
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Each nomadic router can have from one to many interfaces.
If router 10 is put into the network infrastructure, it does not
have to be carried around with the mobile user. As shown in
FIG. 12a, nomadic router 10 is attached to a Local Area.
Network (LAN) of the network infrastructure (which consti-
tutes the communications device 14) through system inter-
face 105. LAN 14 is connected through a conventional router
26 to the internet 28. In this case, host computer interface 10a
of nomadic router 10 is not needed since packets from host
computer 12 are received through LAN. 14.

To provide a secure interface between host computer 12
and network 14 to prevent host computers from being able to
watch (sniff) packets on network 14, nomadic router 10 can
have one interface to host computer 12 (terminal interface
10a) and a second interface (105) to network 14 as shown in
FIG. 12B. Nomadic router 10 can provide filtering of packets
received and retransmitted between the various interfaces
thus providing a firewall type of security device which oper-
ates internally on the network.

To support multiple host computers 12a . . . 12r with a
single nomadic router 10, nomadic router 10 may have mul-
tiple host interfaces 10q, . . . 10q,, as shown in FIG. 12C and
in FIG. 13, and a network or system interface 104.

If the nomadic router is carried around by the mobile user,
it can take the form of a PCMCIA card. In FIG. 12D, nomadic
router 10 is implemented as a PCMCIA card. The processing
and translation capability is stored inside the card and the
interface to host computer 12 is through a PCMCIA BUS
interface or communication card 30.

The nomadic router may also be used as an interface
between a local area network 14 and a router 26 as illustrated
in FIG. 12E. Local area network 14 may be a mobile or
portable network with router 26 being fixed at a particular
location with a physical connection to the internet. Such an
arrangement may be used for a customer demonstration or
trade show, for example, where the local area network 14 is
established among computers previously configured to com-
municate with each other but not with the foreign network
having router 26.

As shown in FI1G. 14, the PCMCIA card can fit in a type 111
slot where there is a connector on nomadic router 10 which
accepts communication card 30 (a type Il PCMCIA card). In
this mode, the nomadic router does not require internal com-
munication device specific components.

Nomadic router 10 can also take the form of a type II
PCMCIA card. In this form, the communication device or
card 30 plugs into the opposite end of nomadic router card 10
as illustrated in FIG. 15.

Translation Operation of the Nomadic Router

Initialization and Self Configuration

The nomadic router initialization and self configuration
process provides the means by which the nomadic router is
able to learn about the host computer and network so itknows
what translation is necessary.

Host Learning

Depending on the particular application, the nomadic
router may have to learn the configuration of the host com-
puter, the remote/foreign network, or both. For example,
when utilized as a fixed nomadic router in a hotel or multiple
dwelling unit, the nomadic router will have already learned
(or been manually configured for) the remote/foreign net-
work. The nomadic router need only determine the settings of
mobile hosts which are subsequently connected to the net-
work. Similarly, when the nomadic router is implemented as
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a PCMCIA card which travels with the mobile host, the
nomadic router need only learn the settings of the foreign/
remote network (since the host settings were previously
learned or manually configured). In some applications, the
nomadic router learns both the network and host configura-
tions as previously described.

Nomadic router 10 is able to learn the host computer 12
configuration by looking at the content of the packets sent
from host computer 12. Rather than host computer 12 sending
packets directly to router 26 or other network device (which is
what it is initially configured to do), nomadic router 10 is able
to redirect all outbound packets from the host computer 12 to
itself. This redirection can be accomplished in several ways as
described below.

1. Proxy ARP Packet Interception and Host Reconfigura-
tion

Whenever a host computer 12 has an IP packet to send to
router 26 or other network device, host computer 12 uses the
Address Resolution Protocol (ARP) to obtain the link layer
Media Access Control address (MAC address). As illustrated
in FIG. 8, when host computer 12 broadcasts an ARP request
for the MAC address of a destination node, nomadic router 10
intercepts this ARP request broadcast and responds with its
own MAC address (rather than that of the destination node).

When host computer 12 receives the ARP reply from
nomadic router 10 (which contains the MAC address of
nomadic router 10), host computer 12 will cache this MAC
address and send all packets destined for the configured router
or network device to the MAC address of nomadic router 10.
Host computer 12 will think that the MAC address is that of'its
originally configured IP network device. However, nomadic
router 10 is only pretending (proxying) to be the device (its
home gateway) that host computer 12 expects to find.

The nomadic router 10 is also able to reconfigure and
intercept return packets from a router or other network device
using the same process.

2. Promiscuous Mode Packet Interception

Since the MAC address is cached in host computer 12 for
a short period of time, host computer 12 will not send out a
new ARP request to obtain the MAC address again unless a
timeout period occurs or the cache is cleared, such as when
computer 12 is restarted.

When a conventional network device receives or hears a
packet with a MAC address which does not match its own, it
will ignore or drop the packet. Since it is possible to rapidly
switch from one network environment to another using a
portable computer, nomadic router 10 must be able to inter-
cept packets even when the MAC address is not that of the
nomadic router’s home gateway or device.

This is accomplished by placing the nomadic router’s net-
work connection is promiscuous mode. In this mode, the
network connection on the nomadic router accepts all packets
being transmitted on the communication link, not just ones
being broadcast or addressed specifically to it.

3. Dynamic Host Configuration Protocol (DHCP) Service

Nomadic router 10 may also provide other network ser-
vices to host computer 12. For example, host computer 12
may be able to utilize the DHCP service to obtain configura-
tion information rather than being manually configured.
However, a host computer utilizing the DHCP service
requires that a DHCP server be installed on the network
segment to which it is currently attached. If the host computer
12 is configured to use this service but a DHCP server is not
available on the remote/foreign network, nomadic router 10
will intercept the DHCP requests and respond with configu-
ration information for host computer 12 to use.
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Network Learning

The nomadic router is able to learn about the network
environment it is currently attached using several different
methods as described below.

1. Dynamic Host Configuration Protocol (DHCP)

When the nomadic router is connected to a different net-
work, it will broadcast a DHCP request to obtain configura-
tion information for that network. If no DHCP service is
available on the network, the nomadic router will use another
method to learn about the network configuration.

2. Router Information Packets

For example, routers on the network will periodically
broadcast router information packets which are used to build
routing tables and allow routers to adapt to changes in the
network. Nomadic router 10 will listen on the network for
these router information packets. When a router information
packet is received, the nomadic router will extract the con-
figuration information from each packet and store the infor-
mation for use in translating packets from the mobile host.

3. Passive Learning

By placing the nomadic router’s network connection in
promiscuous mode, the nomadic router receives all packets
(not just ones addressed to the nomadic router). The nomadic
router examines all packets received on the network interface
to discover the network configuration. The nomadic router is
also able to determine the IP addresses used on the current
network and which machines are routers (by the final desti-
nation address not being the next hop address).

Using this method, nomadic router 10 is passively able to
learn how the network is configured and will elect to use an
unused IP address. If that IP address does become used by
another network device, the nomadic router will switch over
to another unused IP address.

4. Manual Configuration

The network configuration information can also be manu-
ally configured in the nomadic router 10 as described above.
This information can be set using an embedded web server,
Simple Network Management Protocol (SNMP) tools, an
application running on one of the computers in the network,
or other suitable means. When manual configuration is used
to set the network configuration, nomadic router 10 will still
automatically learn the host information and provide all the
translation capabilities so the host computers do not have to
be aware of the correct network information of the LAN to
which they are currently connected.

Packet Translation

After learning the network and/or host computer configu-
ration(s), the nomadic router has the necessary information to
translate packets transmitted/received by the host computer.
The nomadic router’s packet translation function provides a
mapping between location and service dependent configura-
tions used by host computer 12 and that used by network 14
to which it is currently attached. For outbound traffic from
host computer 12 to network 14, the translation function
changes the content of the packet such as the source address,
checksum, and application specific parameters, causing all
packets sent out to network 14 to be directed back to nomadic
router 10 rather than to host computer 12.

Inbound traffic from network 14 arriving at nomadic router
10 (which is really for host computer 12), is passed through
the translation function so host computer 12 thinks that the
replies were sent directly to it. Host computer 12 will be
completely unaware of all the translation being performed by
nomadic router 10.

The translation functions works as illustrated in FIGS. 9a
and 95. In these figures, the operations performed in the
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OSI/ISO model application, transport, network, link, and
physical layers are illustrated in rows opposite the layer des-
ignations. The operations performed by host computer 12,
nomadic router 10 and network 14 are illustrated in columns
below the device designations.

Host computer 12 will generate network packets using the
current configuration stored in host computer 12 using the
standard protocol stack as shown in step 1. This configuration
information is either manually configured in host computer
12 or obtained using DHCP (from the network or the nomadic
router).

As shown in step 2, when host computer 12 attaches the
link level destination address (automatically obtained using
the Proxy ARP packet interception routine described earlier),
host computer 12 will send the packet to the network address
of'its standard router or home gateway device using the link
level address of the nomadic router 10.

In step 3, the packet is transmitted across the standard
physical connection between host computer 12 and nomadic
router 10. As shown in step 4, nomadic router 10 will receive
the packet at the link level either because the Proxy ARP
function reconfigured the host computer’s MAC address, or
because nomadic router 10 has the network link level in
promiscuous mode which causes it to receive the packet even
if addressed to a different MAC address.

Once the packet is passed to the network layer, shown in
step 5, the nomadic router translation function will modify the
content of the packet to change the source address to match
that of the nomadic router’s address instead of the host com-
puter’s address. It will also translate other location dependent
information such as the name of the local Domain Name
Service (DNS) server. when translating the DNS packet, it
will change the source address to that of the nomadic router’s
address and the destination address to that of a local DNS
server.

Once the network layer translation is complete, the packet
can be translated at the application and transport layers. The
application layer is translated next, as shown in step 6,
because the transport layer required a pseudo-network layer
header which includes the course and destination addresses
and the content from the application layer.

At the application layer translation, any addresses which
describe the source address of the host computer, such as with
FTP, are translated to be that of the nomadic router’s address.
Any application layer destination addresses, such as a local
proxy server, are translated to match that of the server running
on the current network.

Once this application layer translation is complete, the
transport layer, as shown in step 7, can complete the check-
sum and any port number manipulation. The port number is
manipulated if more than one host computer 12 is attached to
nomadic router 10. Each request sent by any one of the host
computers 12 include a specific port that is translated to match
an available inbound port on the nomadic router 10.

The port number assigned for use with each host computer
12 is stored in a table in nomadic router 10 and is utilized with
the reply packet to route the reply to the corresponding host
computer as describer later. Finally, the outgoing packet is
transmitted over network 14 in step 8.

When a reply packet is transmitted over network 14, as
shown in step 9, nomadic router 10 will receive the packet. In
step 10, nomadic router 10 will perform the reverse network
layer translation to set the destination address to that of host
computer 12 rather than the nomadic router’s address, and
any source address to the source address replaced by nomadic
router 10 in step 5.
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Once network translation is complete, the packet is trans-
lated at the application layer, as shown in step 11, to change
the destination address to that of host computer 12 and the
source address to the original destination address stored from
step 6. In step 12, any port manipulation performed in step 7
is changed to the original setting and a new checksum is
computed. Finally, as shown in step 13, the packet is sent to
host computer 12 which then processes the packet normally.

Options of the Nomadic Router

There are numerous options and applications of the
nomadic router. These applications include, but are not lim-
ited to, Nomadic E-mail, Remote Network File Synchroniza-
tion, Nomadic Database Synchronization, Instant Network
Nomadic Routing, Nomadic Intranets, and Trade Show Data
Exchange. Each of these are described in more detail below.

Nomadic E-Mail

The Nomadic E-mail application provides a synchronized
yet distributed means for updates, reconciliation, and replicas
to propagate through the internet. Nomadic routers are
located on various networks of the internet and are equipped
with nomadic E-mail support to provide synchronization, etc.
Each nomadic router enabled for nomadic E-mail can utilize
protocols such as IMAP to provide support for mobile users
without the host device having to support it (similar to the
POP3 protocol standard in internet E-mail clients).

Remote Network File Synchronizer

The Remote Network File Synchronization option of the
nomadic router provides copies of user files that are stored/
cached at various locations (e.g., hotel, office, home) on other
nomadic routers equipped for remote network file synchro-
nization. Copies of updated files are automatically synchro-
nized and distributed among all peer locations. Local updates
can be made while the host is disconnected from the nomadic
router and from the network.

Nomadic Database Synchronizer

The Nomadic Database Synchronizer houses the user’s
(synchronized) master databases (e.g., contacts, addresses,
phone numbers). The nomadic router of the database syn-
chronizer does not need to be used on the network because it
will interface directly with various host devices such as lap-
tops, desktops, personal digital assistants, handheld personal
computers, pagers, etc. via various standard ports.

Instant Network Nomadic Router

The objective of the instant network nomadic router is to
enable rapid deployment of a communication network in any
environment with little or no fixed infrastructure. The host
and communication devices do not have to directly support
the rapid deployment functionality.

The instant network nomadic router distributedly and intel-
ligently establishes a wireless (or wired) communication link
between the host device and the desired communication sys-
tem while performing configuration, security, multihop rout-
ing, and network level data transmission over various com-
munication devices. The nomadic router performs all the
necessary network creating and processing automatically to
remove configuration and system support from the host sys-
tem or user. The instant network nomadic router utilizes pro-
prietary and existing/emerging wireless communication sys-
tems, and multihop routing protocols.

Many communication infrastructures are varied and frag-
mented, which is likely to be exacerbated as more technolo-
gies are introduced. For example, high performance L. AN,
wireless services, cellular telephony, satellite, and ubiquitous
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paging networks, all provide varying degrees of coverage,
cost, and bandwidth/delay characteristics.

Conditions may range from no connectivity at all because
of'lack of service, to partial and/or intermittent connectivity
as devices are plugged and unplugged from a system. Like-
wise, damage to communications infrastructures (deliber-
ately or by accident), lossy communication as a system moves
through various service areas or difficult domains, and times
when multiple network devices (communication substrates)
can be used at the same time complicate connectivity. The
instant network nomadic router will dynamically adapt the
communication internetwork (dynamically creating one if
necessary) to provide survivable communication in a mobile
chaotic environment without the need for centralized control
or fixed infrastructures.

The rapidly deployable nomadic router is a device associ-
ated with each user host device (e.g., PDA or laptop com-
puter). It transparently provides the following capabilities for
host computer systems using various wireless communica-
tion devices for physical and link layer access: dynamic wire-
less network creation; initialization into existing wireless net-
works; automatic configuration; network and subnetwork
level data transmission; and multihop routing functionality.

The nomadic router can detect another device by polling
the interface, providing an interrupt signal, or through spe-
cialized signaling. This in turn activates the nomadic router to
provide translation for the device (if necessary) and establish
a communication link to an appropriate corresponding inter-
face and wireless subnetwork. The nomadic router operates at
alevel between the host device generating data and the physi-
cal communication transmission device as illustrated in FIG.
1.

Nomadic Intranet

The Nomadic Intranet application provides all network and
server type services for users to dynamically create an adhoc
network. This is similar to the instant network nomadic router
except the nomadic intranet is a single device with multiple
ports into which laptop/devices can be plugged. The instant
network nomadic router is distributed to each host device.
The nomadic intranet not only provides adhoc networking but
can also provide services such as temporary file storage,
protocol conversion, act as a print server, and provide other
services described as part of the Basic nomadic router.

Trade Show Nomadic Router

The Trade Show nomadic router applications not only pro-
vide the basic nomadic router functionality for an exhibitor’s
computer that is brought to the show, but also provides lead
capture and/or information distribution. Lead capture can be
provided by interfacing with a badge reader to read attendees’
information. This information is then captured by the
nomadic router and made available in the exhibitor’s lead
database.

The nomadic router can also provide a mechanism for
distributing information to the attendees’ personalized web
pages or sent via e-mail directly across the internet. The
exhibit’s computer is able to control the information flow
with the nomadic router by running software, such as a web
browser, which talks with the service/control software stored
in the nomadic router. The standard web browser can control
display and capture of lead information, collection of quali-
fication information, and selection of information to be dis-
tributed back to the attendee.

Fixed Nomadic Router
As briefly described above, the fixed nomadic router appli-
cations provide the same basic functionality and architecture
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as the portable nomadic router with the nomadic router stored
in one location. The fixed nomadic router acts as a surrogate
or “Home Agent” for the user when he/she is away on travel.
When the user wishes to register or utilize their host device
elsewhere in the network, the portable nomadic router will
register with the fixed nomadic router where it is temporarily
attached to the network so information can be forwarded to
the user’s new location. The fixed nomadic router can also be
used to house the master copy of the user’s E-mail for the
nomadic E-mail service, or files for the nomadic file synchro-
nizer.

Mobile Virtual Private Network

The nomadic router provides the mapping between the
location-based IP address used in the internet today and the
permanent user-based address housed in the host CPU. This
mapping is done without support or knowledge of such map-
ping by the host CPU or user. The Internet RFC 2002 Mobile
IP protocol specifies the mapping between permanent and
temporary IP addresses. The unique aspect of the nomadic
router is that the Mobile IP protocols are not necessarily
running in, or supported by, the host CPU, but rather are
internal to the nomadic router.

By implementing this protocol as part of the translation
function in the nomadic router, the nomadic router can encap-
sulate packets from the host computer and transmit them back
to the fixed nomadic router which are sent out (un-encapsu-
lated) on the native (home) network. Replies from the home
network are received by the fixed nomadic router and are
encapsulated and sent back to the nomadic router. When
packets are transmitted between the nomadic router and fixed
nomadic router, the packets are encrypted and sent using the
Internet Tunneling Protocol.

Since the (mobile) nomadic router provides location inde-
pendence and the fixed nomadic router forwards all packets
from a corresponding host to the host computer via the
nomadic router, any changes in the location, failure of a
network link, or attachment point of the mobile host computer
does not cause any open session to be lost. This session loss
prevention is possible since the fixed nomadic router pretends
to be the mobile host computer, and the nomadic router pre-
tends to be the home network. The fixed nomadic router and
nomadic router translation functions hide the link and net-
work loss from the transport and application session.

While embodiments of the invention have been illustrated
and described, it is not intended that these embodiments
illustrate and describe all possible forms of the invention.
Rather, the words used in the specification are words of
description rather than limitation, and it is understood that
various changes may be made without departing from the
spirit and scope of the invention. It is understood that the
present invention is broadly applicable to the field of elec-
tronic data communications using computers and other
devices.

What is claimed is:

1. A method of establishing a communications path for a
user host device through a foreign gateway, wherein the user
host device is configured to communicate through a home
gateway by using an IP address of the home gateway, and
wherein the foreign gateway has an IP address different from
the home gateway, the method comprising the steps of:

receiving at the foreign gateway an ARP request packet

transmitted from the user host device over the commu-
nications path, wherein the ARP request packet includes
at least a sender IP address that corresponds to an IP
address of the user host device, a sender hardware
address that correspond to a hardware address of the user
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host device, and a target IP address that corresponds to
the IP address of the home gateway;

responding by the foreign gateway to the ARP request

packet by transmitting over the communications path an
ARP response packet that includes at least a sender IP
address that corresponds to the IP address of the home
gateway, a sender hardware address that corresponds to
a hardware address of the foreign gateway, a target IP
address that corresponds to the IP address of the user
host device, and a target hardware address that corre-
sponds to the hardware address of the user host device;
and

receiving at the foreign gateway a network packet trans-

mitted from the user host device, wherein the network
packet comprises at least a target IP address that is
different from the IP address of the home gateway and a
target hardware address that corresponds to the hard-
ware address of the foreign gateway.

2. The method of claim 1, wherein the communications
path is wireless.

3. The method of claim 1, wherein the communications
path is wired.

4. The method of claim 1, wherein the hardware addresses
are MAC addresses.

5. The method of claim 1, wherein the ARP request target
hardware address is a broadcast address.

6. The method of claim 1, wherein the network packet
further comprises at least a sender [P address that corresponds
to the IP address of the user host device and a sender hardware
address that corresponds to hardware address of the user host
device.

7. The method of claim 6, further comprising:

modifying the received network packet so that the sender

IP address corresponds to an IP address of the foreign
gateway; and

forwarding the modified network packet to the target IP

address of the received network packet.

8. The method of claim 7, wherein forwarding comprises
transmitting the modified network packet to a router.

9. The method of claim 7, wherein a node of the foreign
gateway that forwards the modified packet is different from a
node of the foreign gateway that receives the unmodified
network packet.

10. The method of claim 7, further comprising:

receiving at the foreign gateway a second network packet,

wherein the second network packet comprises at least a
sender 1P address that corresponds to the target IP
address of the first network packet and a target IP
address that corresponds to the IP address of the foreign
gateway.

11. The method of claim 10, further comprising:

modifying the second network packet so that the target I[P

address corresponds to the IP address of the user host
device.

12. The method of claim 11, further comprising:

modifying the second network packet so that the target

hardware address corresponds to the hardware address
of the user host device.

13. The method of claim 12, further comprising:

transmitting the second modified network packet to the IP

address of the user host device.

14. The method of claim 6, wherein the received network
packet is a DNS packet, the method further comprising:

modifying the received network packet so that the sender

IP address corresponds to an IP address of the foreign
gateway and the target IP address corresponds to an IP
address of a domain name server, wherein the IP address
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of'the domain name server is different than the target IP
address of the received network packet; and

forwarding the modified network packet to the domain
name server.

15. The method of claim 14, further comprising:

receiving at the foreign gateway a second network packet,

wherein the second network packet comprises at least a
sender IP address that corresponds to the different IP
address of the domain name server and a target IP
address that corresponds to the IP address of the foreign
gateway.

16. The method of claim 15, further comprising:

modifying the second network packet so that the target [P

address corresponds to the IP address of the user host
device, the target hardware address corresponds to the
hardware address of the user host device, and the sender
IP address corresponds to the target IP address of the first
network packet; and

transmitting the second modified network packet to the IP

address of the user host device.
17. A method of establishing a communications path
between a user host device and a foreign gateway, wherein the
user host device is configured to communicate through a
home gateway by using an IP address of the home gateway,
and wherein the foreign gateway has an IP address different
from the home gateway, the method comprising the steps of:
receiving an ARP request packet transmitted from the user
host device over the communications path, wherein the
ARP request packet includes at least a sender IP address
that corresponds to an IP address of the user host device,
a sender hardware address that correspond to a hardware
address of the user host device, a target IP address that
corresponds to the IP address of the home gateway;

responding to the ARP request packet by transmitting over
the communications path an ARP response packet that
includes at least a sender IP address that corresponds to
the IP address of the home gateway, a sender hardware
address that corresponds to a hardware address of the
foreign gateway, a target IP address that corresponds to
the IP address of the user host device, and a target hard-
ware address that corresponds to the hardware address of
the user host device; and
receiving at the foreign gateway a network packet trans-
mitted from the user host device, wherein the network
packet comprises at least a target IP address that corre-
sponds to the IP address of the home gateway and a
target hardware address that corresponds to the hard-
ware address of the foreign gateway.
18. The method of claim 17, wherein the network packet is
a DNS packet.
19. The method of claim 18, further comprising:
modifying the received network packet so that the sender
IP address corresponds to an IP address of the foreign
gateway and the target IP address corresponds to an IP
address of a domain name server, wherein the IP address
of'the domain name server is different than the target IP
address of the received network packet; and

forwarding the modified network packet to the domain
name server.

20. The method of claim 19, further comprising:

receiving at the foreign gateway a second network packet,

wherein the second network packet comprises at least a
sender IP address that corresponds to the different IP
address of the domain name server and a target IP
address that corresponds to the IP address of the foreign
gateway.
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21. The method of claim 20, further comprising:

modifying the second network packet so that the target I[P
address corresponds to the IP address of the user host
device and the sender IP address corresponds to the IP
address of the home gateway.

22. The method of claim 21, further comprising:

modifying the second network packet so that the target
hardware address corresponds to the hardware address
of the user host device.

23. The method of claim 22, further comprising:

transmitting the second modified network packet to the IP
address of the user host device.

24. A system that establishes a communications path for a
user host device through a foreign gateway, wherein the user
host device is configured to communicate through a home
gateway by using an IP address of the home gateway, and
wherein the foreign gateway has an IP address different from
the home gateway, the system comprising:

a foreign gateway configured to receive communications
from the user host device, such that the foreign gateway
receives an ARP request packet transmitted from the
user host device over the communications path, wherein
the ARP request packet includes at least a sender IP
address that corresponds to an IP address of the user host
device, a sender hardware address that correspond to a
hardware address of the user host device, and a target I[P
address that corresponds to the IP address of the home
gateway,

the foreign gateway further configured to respond to the
ARP request packet by transmitting over the communi-
cations path an ARP response packet that includes at
least a sender IP address that corresponds to the IP
address of the home gateway, a sender hardware address
that corresponds to a hardware address of the foreign
gateway, a target IP address that corresponds to the IP
address of the user host device, and a target hardware
address that corresponds to the hardware address of the
user host device; and

the foreign gateway further configured to receive a network
packet transmitted from the user host device, wherein
the network packet comprises at least a target IP address
that is different from the IP address of the home gateway
and a target hardware address that corresponds to the
hardware address of the foreign gateway.

25. The system of claim 24, wherein the communications

path is wireless.

26. The method of claim 24, wherein the communications
path is wired.

27. The system of claim 24, wherein the hardware
addresses are MAC addresses.

28. The system of claim 24, wherein the ARP request target
hardware address is a broadcast address.

29. The system of claim 24, wherein the network packet
further comprises at least a sender [P address that corresponds
to the IP address of the user host device and a sender hardware
address that corresponds to hardware address of the user host
device.

30. The system of claim 29, further comprising:

a modification module configured to modify the received
network packet so that the sender IP address corre-
sponds to an IP address of the foreign gateway; and

the foreign gateway further configured to forward the
modified network packet to the target IP address of the
received network packet.
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31. The system of claim 30, wherein the modification mod-
ule transmits the modified network packet to a router.

32. The system of claim 30, wherein a node of the foreign
gateway that forwards the modified packet is different from a
node of the foreign gateway that receives the unmodified
network packet.

33. The system of claim 30, wherein the foreign gateway is
further configured to receive a second network packet,
wherein the second network packet comprises at least a
sender IP address that corresponds to the target IP address of
the first network packet and a target IP address that corre-
sponds to the IP address of the foreign gateway.

34. The system of claim 33, wherein the modification mod-
ule is further configured to modify the second network packet
so that the target [P address corresponds to the IP address of
the user host device.

35. The system of claim 34, wherein the modification mod-
ule is further configured to modify the second network packet
so that the target hardware address corresponds to the hard-
ware address of the user host device.

36. The system of claim 35, wherein the foreign gateway
further configured to transmit the second modified network
packet to the IP address of the user host device.

37. The system of claim 29, wherein the received network
packet is a DNS packet, the system further comprising:

a modification module configured to modify the received
network packet so that the sender IP address corre-
sponds to an IP address of the foreign gateway and the
target IP address corresponds to an IP address of a
domain name server, wherein the IP address of the
domain name server is different than the target IP
address of the received network packet; and

the foreign gateway further configured to forward the
modified network packet to the domain name server.

38. The system of claim 37, wherein the foreign gateway is
further configured to receive a second data packet, wherein
the second network packet comprises at least a sender IP
address that corresponds to the different IP address of the
domain name server and a target IP address that corresponds
to the IP address of the foreign gateway.

39. The system of claim 38, wherein the modification mod-
ule is further configured to modify the second network packet
so that the target [P address corresponds to the IP address of
the user host device, the target hardware address corresponds
to the hardware address of the user host device, and the sender
IP address corresponds to the target IP address of the first
network packet; the foreign gateway further configured to
transmit the second modified network packet to the IP address
of the user host device.

40. A system that establishes a communications path
between a user host device and a foreign gateway, wherein the
user host device is configured to communicate through a
home gateway by using an IP address of the home gateway,
and wherein the foreign gateway has an IP address different
from the home gateway, the system comprising:

a foreign gateway configured to receive communications
from the user host device, such that the foreign gateway
receives an ARP request packet transmitted from the
user host device over the communications path, wherein
the ARP request packet includes at least a sender IP
address that corresponds to an IP address of the user host
device, a sender hardware address that correspond to a
hardware address of the user host device, and a target IP
address that corresponds to the IP address of the home
gateway,

the foreign gateway further configured to respond to the
ARP request packet by transmitting over the communi-
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cations path an ARP response packet that includes at
least a sender IP address that corresponds to the IP
address of the home gateway, a sender hardware address
that corresponds to a hardware address of the foreign
gateway, a target IP address that corresponds to the IP
address of the user host device, and a target hardware
address that corresponds to the hardware address of the
user host device; and

the foreign gateway further configured to receive a network
packet transmitted from the user host device, wherein
the network packet comprises at least a target IP address
that corresponds to the IP address of the home gateway
and a target hardware address that corresponds to the
hardware address of the foreign gateway.

41. The system of claim 40, wherein the network packet is

a DNS packet.

42. The system of claim 41, further comprising:

a modification module configured to modify the received
network packet so that the sender IP address corre-
sponds to an IP address of the foreign gateway and the
target IP address corresponds to an IP address of a
domain name server, wherein the IP address of the
domain name server is different than the target IP
address of the received network packet; and

the foreign gateway further configured to forward the
modified network packet to the domain name server.

43. The system of claim 42, wherein the foreign gateway is
further configured to receive a second network packet,
wherein the second network packet comprises at least a
sender IP address that corresponds to the different IP address
of'the domain name server and a target IP address that corre-
sponds to the IP address of the foreign gateway.

44. The system of claim 43, wherein the modification mod-
ule is further configured to modify the second network packet
so that the target IP address corresponds to the IP address of
the user host device and the sender IP address corresponds to
the IP address of the home gateway.

45. The system of claim 44, wherein the modification mod-
ule is further configured to modify the second network packet
so that the target hardware address corresponds to the hard-
ware address of the user host device.

46. The system of claim 45, wherein the foreign gateway is
further configured to transmit the second modified network
packet to the IP address of the user host device.

47. A network device comprising:

a memory;

a broadcast handling function in the memory;

a processor executing the broadcast handling function;

a network interface configured to receive a resolution
packet transmitted by a first device, the resolution packet
including a sender IP address that corresponds to an IP
address of the first device, a sender hardware address
that corresponds to a hardware address of the first
device, and a target IP address that corresponds to an IP
address of a second device, the broadcast handling func-
tion adapted to responsively create a reply packet includ-
ing a sender IP address that corresponds to an IP address
of the second device, a sender hardware address that
corresponds to a hardware address of the network
device, a target IP address that corresponds to the IP
address of'the first device, and a target hardware address
that corresponds to the hardware address of the first
device, the broadcast handling function initiating trans-
mission of the reply packet via the network interface;
and

the network interface further configured to receive a net-
work packet transmitted by the first device, the network
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packetincluding a target [P address that is different from
the IP address of the second device and a target hardware
address that corresponds to the hardware address of the

24
tion adapted to responsively create a reply packet includ-
ing a sender IP address that corresponds to an IP address
of the second device, a sender hardware address that

network device.

48. The network device of claim 47 wherein the commu- 5
nications link is a wireless communications link.

49. The network device of claim 47 wherein the hardware
addresses are MAC addresses.

50. The network device of claim 47 wherein the network
packet further includes a sender IP address that corresponds 10
to the IP address of the first device and a hardware address that
corresponds to the hardware address of the first device.

51. The network device of claim 47, further comprising:

atranslation function in the memory, the processor execut-

ing the translation function, the translation function 15
adapted to create a modified network packet that
includes a sender IP address that corresponds to the IP
address of the network device, the translation function
initiating transmission of the modified network packet

corresponds to a hardware address of the network
device, a target IP address that corresponds to the IP
address of'the first device, and a target hardware address
that corresponds to the hardware address of the first
device, the broadcast handling function initiating trans-
mission of the reply packet via the network interface;
and

the network interface further configured to receive a first
network packet transmitted by the first device, the first
network packet including a target IP address that corre-
sponds to the IP address of the second device and a target
hardware address that corresponds to the hardware
address of the network device.

53. The network device of claim 52 wherein the commu-

nications link is a wireless communications link.
54. The network device of claim 52 wherein the first net-

via the network interface. 20 work packet is a DNS packet. . .
52. A network device comprising; 55. The network device of claim 52, further comprising:
a memory; atranslation function in the memory, the processor execut-

ing the translation function, the translation function

adapted to create a second network packet that includes
25 a sender [P address that corresponds to the IP address of
the network device, the translation function initiating
transmission of the second network packet via the net-
work interface to a third device having an IP address
different from the target IP address of the first network
packet.

a broadcast handling function in the memory;

a processor executing the broadcast handling function;

a network interface configured to receive a resolution
packet transmitted by a first device, the resolution packet
including a sender IP address that corresponds to an IP
address of the first device, a sender hardware address
that corresponds to a hardware address of the first 5,
device, and a target IP address that corresponds to an IP
address of a second device, the broadcast handling func- L
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SYSTEMS AND METHODS FOR
REDIRECTING USERS HAVING
TRANSPARENT COMPUTER ACCESS TO A
NETWORK USING A GATEWAY DEVICE
HAVING REDIRECTION CAPABILITY

CROSS-REFERENCE TO RELATED
APPLICATIONS

The present application claim priority from U.S. Provi-
sional Patent Application Ser. No. 60/111,497, filed Dec. 8§,
1988 the contents of which are incorporated by reference.

FIELD OF THE INVENTION

The present invention relates generally to a gateway
device and, more particularly, to a universal network gate-
way for redirecting to a portal page a computer transparently
accessing a service provider network.

BACKGROUND OF THE INVENTION

In order for a computer to function properly in a network
environment, the computer must be appropriately config-
ured. Among other things, this configuration process estab-
lishes the protocol and other parameters by which the
computer transmits and receives data. In one common
example, a plurality of computers are networked to create a
local area network (LAN). In the LAN, each computer must
be appropriately configured in order to exchange data over
the network. Since most networks are customized to meet a
unique set of requirements, computers that are part of
different networks are generally configured in different
manners in order to appropriately communicate with their
respective networks.

While desktop computers generally remain a part of the
same network for a substantial period of time, laptops,
handhelds, personal digital assistants (PDAs), cellphones or
other portable computers (collectively “portable
computers”) are specifically designed to be transportable. As
such, portable computers are connected to different net-
works at different times depending upon the location of the
computer. In a common example in which the portable
computer serves as an employee’s desktop computer, the
portable computer is configured to communicate with their
employer’s network, i.e., the enterprise network. When the
employee travels, however, the portable computer may be
connected to different networks that communicate in differ-
ent manners. In this regard, the employee may connect the
portable computer to the network maintained by an airport,
a hotel, a cellular telephone network operator or any other
locale in order to access the enterprise network, the Internet
or some other on-line service. The portable computer is also
commonly brought to the employee’s residence where it is
used to access various networks, such as, the enterprise
network, a home network, the Internet and the like. Since
these other networks are configured somewhat differently,
however, the portable computer must also be reconfigured in
order to properly communicate with these other networks.
Typically, this configuration is performed by the user each
time the portable computer is connected to a different
network. As will be apparent, this repeated reconfiguration
of the portable computer is not only quite time consuming,
but is also prone to errors. The reconfiguration procedure
may even be beyond the capabilities of many users or in
violation of their employer’s IT policy. Importantly, special
software must also typically be loaded onto the user’s
computer to support reconfiguration.

As described by U.S. patent application Ser. No. 08/816,
174 and U.S. Provisional Patent Application Nos. 60/111,
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497, 60/160,973, 60/161,189, 60/161,139, 60/160,890 and
60/161,182, a universal subscriber gateway device has been
developed by Nomadix, Inc. of Westlake Village, Calif. The
contents of these applications are incorporated herein by
reference. The gateway device serves as an interface con-
necting the user to a number of networks or other online
services. For example, the gateway device can serve as a
gateway to the Internet, the enterprise network, or other
networks and/or on-line services. In addition to serving as a
gateway, the gateway device automatically adapts to a
computer, in order that it may communicate with the new
network in a manner that is transparent both to the user and
the new network. Once the gateway device has appropriately
adapted to the user’s computer, the computer can appropri-
ately communicate via the new network, such as the network
at a hotel, at home, at an airport, or any other location, in
order to access other networks, such as the enterprise
network, or other online services, such as the Internet.

The portable computer user, and more specifically the
remote or laptop user, benefits from being able to access a
myriad of computer networks without having to undergo the
time-consuming and all-too-often daunting task of reconfig-
uring their host computer in accordance with network spe-
cific configurations. In addition, no additional software need
be loaded onto the computer prior to connection to the other
network. From another perspective, the network service
provider benefits from avoiding “on-site” visits and/or tech-
nical support calls from the user who is unable to properly
re-configure the portable computer. In this fashion, the
gateway device is capable of providing more efficient net-
work access and network maintenance to the user and the
network operator.

Gateway devices are typically used to provide network
access to the remote portable computer user, such as users in
hotels, airports and other location where the remote portable
computer user may reside. Additionally, gateway devices
have found wide-spread use in multi-resident dwellings as a
means of providing the residents an intranet that networks
the residents, broadband Internet access and the capability to
adapt to the variances of the resident’s individual enterprise
network needs. With the advent of even smaller portable
computing devices, such as handhelds, PDAs, and the like,
the locations where these users may reside become almost
limitless.

Through gateway devices Internet Service Providers
(ISPs) or enterprise network (such as a LAN established by
an entity such as a hotel) providers can permit a wide variety
of users simple and transparent access to their networks and
to other online services. To take advantage of transparent
user access to their computer networks and online services
enterprise networks or ISPs should be able to redirect users
to portal pages that the enterprise or internet service pro-
viders wish the user to access or view. For instance, where
users are located at an airport, the enterprise network admin-
istrator may wish to direct users to a portal page containing
arrival and departure information, or to a portal page having
the user’s itinerary thereon to provide the user an incentive
to access the network. ISPs, for example, may wish users to
access the ISPs portal page for up to the date news and
weather, information regarding the user’s Internet service,
and paid advertisements.

Homepage redirection has been accomplished in the prior
art. For example, America Online (AOL) users, upon access-
ing the internet, are directed to an AOL homepage from
which the users can select a variety of AOL services, and
which includes advertising from various companies.
Typically, direction of users to such a page benefits the ISP
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because advertisers pay money to the ISP each time a user
accesses the Internet, as subscribers are a captive audience
to advertising. Advertisers pay for such advertising not only
because of the captive audience, but because advertisers can
tailor advertisements based upon the typical audience
accessing the internet. Furthermore, AOL may market its
services through its homepage, and its homepage may be
attractive to potential subscribers. Directing users to a par-
ticular. page may serve an additional function. Users may be
directed to a particular page, such as a login page, so that the
user may enter login information to be authenticated and
authorized access on the network. Furthermore, users may
wish to establish their own specialized portal page, such as
a page including favorite links, a page linking the user to the
user’s business, or a page including any other items relevant
to the user.

However, such redirection of users to homepages has
been traditionally based upon software installed on a user’s
computer and/or configurations of user computers in com-
munication with a home network. For example, where a
user’s computer is appropriately configured for access to a
home network, the user’s computer can be configured to
access a particular homepage on that network. This can be
the case, for example, in businesses where users computers
are configured to access an intranet homepage or an internet
page specific to that company and located on the internet.

Therefore, a method and system would be desirable which
enables a user transparent access to a computer network
employing a gateway device where the computer network
can provide access to users and direct the users to portal
pages established by the user, network administrator or
another entity, where the direction is preferably based upon
attributes associated with a user, such as the user’s location,
identity, computer, or a combination thereof. Furthermore,
such redirection should be able to redirect users to a login
page when the user does not otherwise have access to online
services or networks so that the user may login to be
authenticated and authorized access on the network.

SUMMARY OF THE INVENTION

The present invention comprises a method and system for
redirecting users to a portal page where users have trans-
parent access to a computer network utilizing a gateway
device. The method and system advantageously operates in
a manner transparent to the user since the user need not
reconfigure their computer and no additional software need
be added to the computer for reconfiguration purposes.

According to the invention, users accessing the gateway
device are redirected to a portal page. Where stored user
profiles permit the users access to the destination network,
the users can be forwarded to the destination network or a
portal page established by the network, user, or another
entity. Otherwise, users are directed to a login page in which
the users must input user information so that the users can
obtain access to networks and online services. The redirec-
tion function according to the present invention can be
utilized to direct new or existing users to customized home-
pages established by the gateway device or individual users.

A method for dynamically creating new users having
transparent computer access to a destination network is
disclosed, wherein the users otherwise have access to a
home network through home network settings resident on
the users’ computers, and wherein the users can access the
destination network without altering the home network
settings. The method includes receiving at a gateway device
a request from a user for access to a destination network,
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determining if the user is entitled access to the destination
network based upon a user profile corresponding to the user
and stored within a user profile database in communication
with the gateway device, and redirecting the user to a login
page when the user profile does not include rights to access
the destination network. Furthermore, the method of the
present invention can include the step of forwarding the user
to the destination network when the user profile includes
rights to access the destination network. The method can
also include the step of automatically redirecting the user to
a portal page following receipt of a request for access to the
destination network prior to determining if the user is
entitled access to the destination network

According to one aspect of the invention, the method can
include the step of establishing a login page on a webserver
local to the gateway device prior to redirecting the user to
the login page. The method can also include accepting user
information at the login page which is thereafter utilized by
the gateway device to authorize the user access to the
destination network. The user profile database can be
updated with the user information.

According to another aspect of the invention, the user may
be forwarded from the login page and returned to a portal
page or directed to a destination address which can be an
Internet destination address. Redirecting the user to a login
page can include redirecting a browser located on the user’s
computer to the login page. Furthermore, redirecting the
browser located on the user’s computer can include receiv-
ing a Hyper-Text Transfer Protocol (HTTP) request for the
destination address and responding with an HTTP response
corresponding to the login page.

According to another embodiment of the invention, a
system for dynamically creating new users having transpar-
ent computer access to a destination network is disclosed,
wherein the users otherwise have access to a home network
through home network settings resident on the users’
computers, and wherein the users can access the destination
network without altering the home network settings. The
system includes a gateway device for receiving a request
from a user for access to the destination network, and a user
profile database comprising stored access information and in
communication with the gateway device. The system further
includes an Authentication, Authorization and Accounting
(AAA) server in communication with the gateway device
and user profile database, where the AAA server determines
if a user is entitled to access the destination network based
upon the access information stored within the user profile
database, and wherein the AAA server redirects the user to
a login page where the access information does not indicate
the user’s right to access the destination network. The
system can also direct the user to a portal page upon the
user’s access to the network, prior to determining the access
rights of the user.

According to one aspect of the invention, the login page
is maintained local to the gateway device. The user profile
database and AAA server can also be located within the
gateway device. Furthermore, the user profile database can
be located within the AAA server.

According to another embodiment of the invention, the
user profile database includes a plurality of user profiles,
wherein each respective user profile of the plurality of user
profiles contains access information. In addition, each
respective user profile may contain historical data relating to
the duration of destination network access for use in deter-
mining the charges due for the destination network access.

According to another embodiment of the invention, a
method for redirecting users having transparent computer
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access to a destination network is disclosed, wherein the
users otherwise have access to a home network through
home network settings resident on the users’ computers, and
wherein the users can access the destination network without
altering the home network settings. The method includes
receiving at a gateway device a request from a user for
access to a destination address, such as an Internet address,
and redirecting the user to a portal page, wherein the user
computer remains configured for accessing the home
network, and wherein no additional configuration software
need be installed on the user’s computer. Furthermore,
redirecting the user to a portal page can comprise redirecting
the user to a portal page created by an administrator asso-
ciated with the portal page, or redirecting the user to a portal
page customized by the user.

According to another embodiment of the invention, a
system for redirecting users having transparent computer
access to a destination network is disclosed, where the users
otherwise have access to a home network through home
network settings resident on the users’ computers, and
wherein the users can access the destination network without
altering the home network settings. The system includes a
gateway device for receiving a request from a user for access
to the destination network, and an AAA server in commu-
nication with the gateway device, where the AAA server
intercepts the request from the user for access to the desti-
nation network and redirects the user to a portal page,
wherein the user’s computer remains configured for access-
ing the home network, and wherein no additional configu-
ration software need be installed on the user’s computer.
According to one aspect of the invention, the AAA server is
located entirely within the gateway device. The portal page
of the system can also be maintained on a server local to the
gateway device.

Aunique advantage of the transparent redirection of users
to a portal page, and, in certain circumstances from the
portal page, to a login page where users subscribe for
network access is that a user can obtain access to networks
or online services without installing any software onto the
user’s computer. On the contrary, the entire process is
completely transparent to the user. As such, the method and
apparatus of the present invention facilitates transparent
access to destination networks without requiring a user to
reconfigure the home network settings resident on the user
computer and without having to install reconfiguration soft-
ware.

The method and system of the various embodiments
facilitate transparent access to a destination network.
According to one embodiment, the method and system
facilitate the addition of new subscribers to the network.
According to another embodiment, all users can be redi-
rected to a portal page, which can include advertising,
without requiring reconfiguration of the users’ computers, or
new software to be added on the users’ computers.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram of a computer system that
includes a gateway device for automatically configuring one
or more computers to communicate via the gateway device
with other networks or other online services, according to
one embodiment of the present invention.

DETAILED DESCRIPTION OF ONE
EMBODIMENT OF THE INVENTION

The present invention now will be described more fully
hereinafter with reference to the accompanying drawings, in
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which preferred embodiments of the invention are shown.
This invention may, however, be embodied in many different
forms and should not be construed as limited to the embodi-
ments set forth herein; rather, these embodiments are pro-
vided so that this disclosure will be thorough and complete,
and will fully convey the scope of the invention to those
skilled in the art. Like numbers refer to like elements
throughout.

Referring now to FIG. 1, a computer system 10 including
a gateway device 12 is depicted in block diagram form. The
computer system 10 typically includes a plurality of com-
puters 14 that access a computer network in order to gain
access to networks 20 or other online services 22. For
example, the computers 14 can be plugged into ports that are
located in different rooms of a hotel, business, or a multi-
dwelling unit. Alternatively, the computers 14 can be
plugged into ports in an airport, an arena, or the like. The
gateway device 12 provides an interface between the plu-
rality of computers 14 and the various networks 20 or other
online services 22. One embodiment of a gateway device has
been described by the aforementioned U.S. patent applica-
tion Ser. No. 08/816,174.

Most commonly, the gateway device 12 is located near the
computers 14 at a relatively low position in the overall
network (i.e., the gateway device 12 will be located within
the hotel, multi-unit residence, airport, etc.). However, the
gateway device 12 can be located at a higher position in the
system by being located closer to the various networks 20 or
other online services 22, if so desired. For example, the
gateway device 12 could be located at a network operating
center or could be located before or after a router 18 in the
computer network. Although the gateway device 12 can be
physically embodied in many different fashions, the gateway
device 12 typically includes a controller and a memory
device in which software is stored that defines the opera-
tional characteristics of the gateway device 12.
Alternatively, the gateway device 12 can be embedded
within another network device, such as an access concen-
trator 16 or a router 18. Moreover, the software that defines
the functioning of the gateway device 12 can be stored on a
PCMCIA card that can be inserted into a computer of the
plurality of computers 14 in order to automatically recon-
figure the computer to communicate with a different com-
puter system, such as the networks 20 and online services
22.

The computer system 10 typically includes an access
concentrator 16 positioned between the computers 14 and
the gateway device 12 for multiplexing the signals received
from the plurality of computers onto a link to the gateway
device 12. Depending upon the medium by which the
computers 14 are connected to the access concentrator, the
access concentrator 16 can be configured in different man-
ners. For example, the access concentrator can be a digital
subscriber line access multiplexer (DSLAM) for signals
transmitted via regular telephone lines, a cable head end for
signals transmitted via coaxial cables, a wireless access
point (WAP) for signals transmitted via a wireless network,
a cable modem termination shelf (CMTS), a switch or the
like. As also shown in FIG. 1, the computer system 10
typically includes one or more routers 18 and/or servers (not
shown in FIG. 1) to control or direct traffic to and from a
plurality of computer networks 20 or other online services
22. While the computer system 10 is depicted to have a
single router, the computer system 10 can have a plurality of
routers, switches, bridges, or the like that are arranged in
some hierarchical fashion in order to appropriately traffic to
and from the various networks 20 or online services 22. In

EXHIBIT 5



Case 2:10-cv-00381-DDP-VBK Document1 Filed 01/19/10 Page 97 of 164 Page ID #:97

US 6,636,894 B1

7

this regard, the gateway device 12 typically establishes a
link with one or more routers. The routers, in turn, establish
links with the servers of other networks or other online
service providers, such as internet service providers, based
upon the user’s selection. It will be appreciated by one of
ordinary skill in the art that one or more devices illustrated
in FIG. 1 may be combinable. For example, although not
shown, the router 18 may be located entirely within the
gateway device 12.

The gateway device 12 of the present invention is spe-
cifically designed to adapt to the configuration of each of the
computers 14 that log onto the computer system 10 in a
manner that is transparent to the user and the computer
networks 20 or online services 22. In the embodiment shown
in FIG. 1, the computer system 10 employs dynamic host
configuration protocol (DHCP) service, which is a protocol
well known to those of skill in the art and currently imple-
mented in many computer networks. In DHCP networks an
IP address is assigned to an individual computer of the
plurality of computers 14 when the computer logs onto the
computer network through communication with the gateway
device 12. The DHCP service can be provided by an external
DHCP server 24 or it can be provided by an internal DHCP
server located within the gateway device.

In order to allow a user of the computer to communicate
transparently with computer networks 20 or online services
22, the gateway device must be able to communicate with
the user computer, as well as the various online services 22
or networks 20. In order to support this communication, the
gateway device 12 generally performs a packet translation
function that is transparent to both the user and the network.
In this regard, for outbound traffic from a computer to a
network or on-line service, the gateway device 12 changes
attributes within the packet coming from the user, such as
the source address, checksum, and application specific
parameters, to meet the criteria of the network to which the
user has accessed. In addition, the outgoing packet includes
an attribute that will direct all incoming packets from the
accessed network to be routed through the gateway device.
In contrast, the inbound traffic from the computer network or
other online service that is routed through the gateway
device undergoes a translation function at the gateway
device so that the packets are properly formatted for the
user’s host computer. In this manner, the packet translation
process that takes place at the gateway device 12 is trans-
parent to the host, which appears to send and receive data
directly from the accessed computer network. By imple-
menting the gateway device as an interface between the user
and the computer network or other online service, however,
the user will eliminate the need to re-configure their com-
puter 12 upon accessing subsequent networks as well as the
need to load special configuration software on their com-
puter to support the reconfiguration.

Communication between users and networks or online
services may be effectuated through ports, for example,
located within hotel rooms or multi-dwelling units, or
through conventional dial-up communications, such as
through the use of telephone or cable modems. According to
one aspect of the invention, users can be are redirected to a
portal page, as described below. After being redirected to the
portal page, the user is subjected to a AAA process. Based
upon the AAA process, the user may be permitted transpar-
ent access to the destination network or may be redirected to
a login page in order to gather additional information to
identify the user.

Identifying the user is crucial in authorizing access to
networks or online services, as such services are typically
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provided for a fee and may be customized based upon the
user, user’s location, or user’s computer. As discussed
below, the user’s identification may be used to direct the user
to a specific portal page, which can be a particular webpage.
As such, the system of the present invention includes means
for identifying a user based upon an attribute associated with
the user that is contained within the packet transmitted from
the user’s computer. Attributes can include any data well
known in the art for identifying the user, the user’s location,
and/or the user’s computer. In general, identifying a user’s
computer that accesses a network can be done by a media
access control (MAC) associated with the computer. Iden-
tifying a computer based upon a MAC address is well known
to those of skill in the art, and will not be discussed in detail
herein. Additionally, the attribute can be based upon a user
name, ID, or according to one advantageous embodiment
described below, a particular location, such as from a
communications port in a hotel room. As such, the location
of the user can be the identifiable attribute.

According to one embodiment of the present invention,
after a user accesses the computer network using a computer
in communication with the gateway device 12, as described
above, the user is directed to a portal page. The portal page
may be maintained by an ISP or an enterprise network, or by
any entry maintaining a webpage on the Internet. According
to one aspect of the invention, the portal page can be a
webpage containing any information whatsoever, and can be
created by the ISP, enterprise network administrator or user.
The portal page can contain information specific to the user
accessing the network, as discussed in detail below.

Regardless of whether a user accessing the computer
network is authorized access to the network, the user is
redirected to a portal page. After being redirected to a portal
page, the gateway device of the present invention deter-
mines the authorization and access rights of the user based
upon an Authentication, Authorization and Accounting
method, as described in U.S. patent application Ser. No.
09/458602 entitled “Systems And Methods For Authorizing,
Authenticating And Accounting Users Having Transparent
Computer Access To A Network Using A Gateway Device”
filed concurrently with this application and incorporated by
reference.

According to one aspect of the invention, a user may be
identified and authorized access to the network or online
services based upon attributes associated with the user, such
as the user’s location or the user’s computer. When this
occurs, the user can be forwarded to a portal page unique to
that user. As described below, and in the U.S. patent appli-
cation incorporated by reference immediately above, the
user may be identified without being queried to input any
identification information so that upon accessing the com-
puter network the user is automatically directed to a generic
portal page or a portal page established specifically for and
unique to that user. According to another aspect of the
invention, a user may be identified and authorized access
based upon the user’s identity after being redirected to the
portal page. The user may have to enter a login name and
password while at the portal page or after being directed to
a login page so that the ISP or other entity maintaining the
gateway device can identify the user. After entering identi-
fying data, the user may be directed to a particular portal
page, as in the first aspect described above. According to a
third aspect of the invention, the user is not authorized
access to the network. Where this occurs the user will be
directed from the portal page to a login page where the user
will have to input identification information, such as the
user’s name, address, credit card number, and other relevant
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data so that the user may be authorized to access the
network. After the user enters sufficient login data to estab-
lish authorization, the user may be redirected to a portal
page.

The redirection is accomplished by a Home Page Redirect
(HPR) performed by the gateway device, a AAA server, or
by a portal page redirect unit located internal to or external
to the gateway device. To accomplish the redirection of a
user to a portal page, HPR utilizes a Stack Address Trans-
lation (SAT) operation to direct the user to the portal page,
which is preferably local to the gateway device so that the
redirection will be efficient and fast. This is accomplished by
redirecting the user to a protocol stack using network and
port address translation to the portal server that can be
internal to the computer network or gateway device. More
specifically, the gateway device, AAA server or portal page
redirect unit receives the user’s HTTP request for a web page
and sends back the HTTP response reversing the network
and port address translation the portal server, essentially
acting as a transparent ‘go-between’ to the user and portal
server. It will be appreciated, however, that to receive the
HTTP request the gateway device, AAA server or portal
page redirect unit must initially open a Transmission Control
Protocol (TCP) connection to a server in line with the
user-requested internet address.

According to one aspect of the present invention, when a
user initially attempts to access a destination location, the
gateway device, AAA server or portal page redirect unit
receives this request and routes the traffic to a protocol stack
on a temporary server, which can be local to the gateway
device. This can occur where a user initially opens a web
browser resident on the user’s computer and attempts to
access a destination address, such as an Internet site. The
destination address can also include any address accessible
via the network or an online service, and can include the
portal page. The protocol stack can pretend to be the
user-entered destination location long enough to complete a
connection or ‘handshake’. Thereafter, this protocol stack
directs the user to the portal server, which can be local to the
gateway device to facilitate higher speed communication.
The redirection to the portal server can be accomplished by
redirecting web pages only, rather than all traffic, including
E-mails, FTPs, or any other traffic. Therefore, once
authorized, if a user does not attempt to access a webpage
through the user’s internet browser, the gateway device can
forward the communication transparently to the user’s
requested destination without requiring the user to access the
portal page. Furthermore, according to one aspect of the
invention specific user-input destination addresses may be
authorized to pass through the gateway device without being
redirected.

The portal page can also be specialized based on the user,
user’s location, user’s computer, or any combination thereof
For example, assuming that the user has been authenticated
and has authorization, the gateway device can present users
with a portal page that identifies, among other things, the
online services or other computer networks that are acces-
sible via the gateway device. In addition, the portal page
presented by the gateway device can provide information
regarding the current parameters or settings that will govern
the access provided to the particular user. As such, the
gateway administrator can readily alter the parameters or
other settings in order to tailor the service according to their
particular application. Typically, changes in the parameters
or other settings that will potentially utilize additional
resources of the computer system will come at a cost, such
that the gateway administrator will charge the user a higher
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rate for their service. For example, a user may elect to
increase the transfer rate at which signals are transmitted
across the computer network and pay a correspondingly
higher price for the expedited service.

The portal page may include advertising tailored to the
specific needs of the user. The gateway device would be
capable of tailoring the material based upon user profiles in
the network. The portal page may also incorporate surveys
or links to surveys to provide the network provider with
beneficial statistical data. As an ancillary benefit, the user
who responds to the surveys may be rewarded with network
access credit or upgraded quality. Additionally, the service
provided could offer additional services to the user by way
of the portal page or links to these services may be offered
on the portal page. These services offered by the network
service provider are not limited to the services related to the
network connection. For example, a hotel may desire to offer
the user in-room food service or a multi-unit dwelling may
want to offer house cleaning service.

The portal page may also comprise information related to
the status of the current network session. By way of example
this information may include, current billing structure data,
the category/level of service that the user has chosen, the
bandwidth being provided to the user, the bytes of informa-
tion currently sent or received, the current status of network
connection(s) and the duration of the existing network
connection(s). It is to be understood, by those skilled in the
art to which this invention relates that all conceivable useful
information relating to the current network session could be
displayed to the user in a multitude of combinations as
defined by the user and/or the gateway administrator. The
gateway administrator will have the capability to dynami-
cally change the information supplied in the portal page
based on many factors, including the location of the user, the
profile of the user and the chosen billing scheme and service
level. The information provided in the portal page may
prompt the user to adjust any number of specific parameters,
such as the billing scheme, the routing, the level of service
and/or other user-related parameters.

The portal page may be implemented with an object-
oriented programming language such as Java developed by
Sun Microsystems, Incorporated of Mountain View, Calif.
The code that defines the portal page can be embodied
within the gateway device, while the display monitor and the
driver are located with the host computers that are in
communication with the gateway device. The object ori-
ented programming language that is used should be capable
of creating executable content (i.e. self-running
applications) that can be easily distributed through network-
ing environments. The object oriented programming lan-
guage should be capable of creating special programs,
typically referred to as applets that can be incorporated in
portal pages to make them interactive. In this invention the
applets take the form of the portal pages. It should be noted
that the chosen object-oriented programming language
would require that a compatible web browser be imple-
mented to interpret and run the portal page. It is also possible
to implement the portal page using other programming
languages, such as HTML, SGML and XML; however, these
languages may not be able to provide all the dynamic
capabilities that languages, such as Java provide.

By re-directing the user to the portal page the gateway
administrator or network operator is provided the opportu-
nity to present the user with updated information pertaining
to the remote location (i.e. the hotel, the airport etc.). By way
of example the portal page may provide for links to the
corporate home page, a travel site on the Internet, an Internet
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search engine and a network provider home page.
Additionally, the buttons or any other field within the portal
page may include other types of information options, such as
advertising fields or user-specific links or fields based upon
data found in the user’s profile or inputted by the user.

It will be appreciated that the portal page is not limited to
supplying information related to the user’s billing and
service plans. It is also possible to configure the portal page
to include information that is customized to the user or the
location/site from which the user is remotely located. For
example, the user may be located at a hotel for the purpose
of attending a specific convention or conference either in the
hotel or within the immediate vicinity of the hotel. The
gateway device may have “learned” this information about
the user through an initial log-on profile inquiry or the
gateway administer may have inputted this information into
a database.

The gateway device can store user profile information
within a user-specific AAA database, as described below, or
it can store and retrieve data from external databases. The
gateway device can be configured to recognize these profiles
and to customize the portal page accordingly. In the hotel
scenario, the portal page may include a link for convention
or conference services offered by the hotel.

In another example of location specific portal page data,
the user may be remotely accessing the gateway device
while located in a specific airport terminal. The gateway
device will be configured so that it is capable of providing
ready access to information related to that specific airport
terminal, i.e. information pertaining to the current flights
scheduled to depart and arrive that terminal, the retail
services offered in that specific terminal, etc. In this manner,
the portal page may include a link for terminal specific flight
information and/or terminal specific retail services available
to the user.

It will also be appreciated that the HPR may be configured
so a user is redirected to a portal page upon specific default
occurrences, such as a time out, or according to preset time.
For example, the portal page may act as a screen-saver,
where the user is redirected to a portal page after a given
period of inactivity. These functions may be established by
the ISP or enterprise network administrator.

Customization of the information comprising the portal
page is not limited to the gateway administrator or the
network operator. The user may also be able to customize the
information that is provided in the portal page. The user
customization may be accomplished either directly by the
user configuring the portal page manually or indirectly from
the gateway device configuring the portal page in response
to data found in the user-specific profile. In the manual
embodiment the user may be asked to choose which infor-
mation or type of information they would like supplied in the
portal page for that specific network session. For instance,
the user may require an alarm clock counter to insure an
appointment is met or the user may require periodical
updates of a specific stock quote. The information that a user
customizes for the portal page may be network session
specific, may be associated with the duration of a gateway
subscription or may be stored in a user profile for an
indefinite period of time. The gateway device’s ability to
communicate with numerous user databases provides the
basis for storing user specific profiles for extended periods
of time.

As explained above, the portal page presented to the user
can be dependent upon an attribute associated with the user,
such as the user’s identification, the user’s location, an
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address associated with the user’s computer, or a combina-
tion thereof The means in which a user is identified and
access rights are determined is based upon an
Authentication, Authorization and Accounting (AAA)
method implemented by the AAA server, and disclosed in
U.S. patent application Ser. No. 09/458,602, and filed con-
currently with this application.

One function of the AAA server is to identify the user in
communication with the gateway device in a manner that is
transparent to the user. That is, the user will not be required
to reconfigure the computer or otherwise change the home
network settings, and no additional configuration software
will have to be added to the computer. According to one
embodiment of the present invention, after a user is directed
to a portal page, the AAA server can be accessed to authorize
and authenticate the user. Therefore, upon accessing the
network, the user may be forwarded to a generic portal page,
and after the user may be authenticated, the user can be
forwarded via HPR and SAT to a specialized portal page, as
described above.

After receiving a request for access from a user, forward-
ing the user to a portal page, and identifying the user or
location the AAA server then determines the access rights of
the particular user. In addition to storing whether users have
valid access rights, the user profile database can also include
specialized access information particular to a specific loca-
tion or user, such as the bandwidth of the user’s access, or
a portal page to which a user should be directed. For
example, a user accessing the network from a penthouse
may receive a higher access band rate than someone access-
ing the destination network from a typical hotel room.
Additionally, a user profile can include historical data relat-
ing to a user’s access to the network, including the amount
of time a user has accessed the network. Such historical
information can be used to determine any fees which may be
charged to the user, or due from the user, for access.
Specialized access information contained within the user
profile may be established by the system administrator, or by
the user who has purchased or otherwise established access
to the network. For example, where a user is transparently
accessing the gateway device from a hotel room, the hotel
network administrator may enter user access information
into the profile database based upon access rights associated
with a room in the hotel. This can also be done automatically
by the gateway device or a local management system, such
as a hotel property management system, when the user
checks into his or her room.

Assuming that a user does not have a subscription for
access to the network, a login page enables new users to
subscribe to the computer network so that they may subse-
quently obtain access to networks or online services trans-
parently through the gateway device. The user may take
steps to become authenticated so that the user’s information
may be recorded in the user profile database and the user is
deemed valid. For example, a user may have to enter into a
purchase agreement, requiring the user to enter a credit card
number. If the user needs to purchase access, or if the system
needs additional information about the user, the user is
redirected from the portal page via HPR and SAT to a
location, such as a login page, established to validate new
users. SAT and HPR can intervene to direct the user to a
webserver (external or internal) where the user has to login
and identify themselves. Location-based information and
authorization, as described in detail in U.S. patent applica-
tion Ser. No. 60/161,093, incorporated herein by reference,
can be sent to the portal page as part of this redirection
process. This enables the portal page to be customized to
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include customized information, such as locale restaurant
ads or train schedules.

Assuming that a user has not been authorized access to the
network based upon location based identification or user
input identification, the user must provide the gateway
device with sufficient information to become authorized
access. Where the user is not authorized access the user is
forwarded via HPR and SAT from the portal page to a login
page. The login page enables new users to subscribe to the
computer network so that they may subsequently obtain
access to networks or online services transparently through
the gateway device. To direct the users to a login page the
AAA server calls upon the HPR function. The HPR directs
the user to the login page, and after the user has entered
requisite information into the login page, the AAA server
adds the new information to the customer profile database
and can direct the user to the user’s desired destination, such
as an Internet address or can return the user to a portal page,
depending upon the design of the system. Thus, new users
can gain access to networks or online services without being
predefined in the user profile database.

After receiving the user’s login information, the AAA
server will create a user profile utilizing this information so
that the user will be able to obtain immediate access to the
network next time the user logs in without being required to
enter login information again. The AAA server can create a
profile for the user in a locally stored user profile database,
or can update the user profile in a database external to the
gateway device. Regardless of the location of the user
profile, the next time the user attempts to login the user’s
profile will be located in the user profile database, the user’s
access rights determined, and the user allowed transparent
access to networks or services.

Many modifications and other embodiments of the inven-
tion will come to mind to one skilled in the art to which this
invention pertains having the benefit of the teachings pre-
sented in the foregoing descriptions and the associated
drawings. Therefore, it is to be understood that the invention
is not to be limited to the specific embodiments disclosed
and that modifications and other embodiments are intended
to be included within the scope of the appended claims.
Although specific terms are employed herein, they are used
in a generic and descriptive sense only and not for purposes
of limitation.

That which is claimed:

1. Amethod for redirecting an original destination address
access request to a redirected destination address, the
method comprising the steps of:

receiving, at a gateway device, all original destination

address access requests originating from a computer;
determining, at the gateway device, which of the original
destination address requests require redirection;
storing the original destination address if redirection is
required,;
modifying, at the gateway device, the original destination
address access request and communicating the modi-
fied request to a redirection server if redirection is
required,;

responding, at the redirection server, to the modified

request with a browser redirect message that reassigns
the modified request to an administrator-specified, redi-
rected destination address;

intercepting, at the gateway device, the browser redirect

message and modifying it with the stored original
destination address; and
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sending the modified browser redirect message to the
computer, which automatically redirects the computer
to the redirected destination address.

2. The method of claim 1, further comprising the step of
directing the computer to the stored original destination
address after the computer has been automatically redirected
to the redirected destination address.

3. The method of claim 2, wherein the step of directing the
computer to the stored original destination address occurs
after a predetermined length of time.

4. The method of claim 2, wherein the step of directing the
computer to the stored original destination address occurs
after a predetermined computer input event has occurred.

5. The method of claim 1, wherein the step of responding,
at the redirection server, to the modified request with a
browser redirect message that reassigns the modified request
to an administrator-specified, redirected destination address
further comprises responding, at the redirection server, to the
modified request with a browser redirect message that
reassigns the modified request to a redirected destination
address associated with a login page.

6. A system for redirecting an original destination address
access request to a redirected destination address, the system
comprising:

a computer that initiates original destination address

requests;

a gateway device in communication with the computer,
that receives the original destination address requests
from the computer, determines if redirection of any of
the original destination address requests is required,
stores the original destination address request if redi-
rection is required and modifies the original destination
address request if redirection is required, and

a redirection server in communication with the gateway
device that receives the modified request from the
gateway device and responds with a browser redirect
message that reassigns the request to an administrator-
specified, redirect destination address,

wherein the gateway device intercepts the browser redi-
rect message and modifies the response with the stored
original destination address before forwarding the
browser redirect message to the computer and wherein
the computer receives the modified browser redirect
message and the computer is automatically redirected
to the redirect destination address.

7. The system of claim 6, further comprising a user profile
database in communication with the gateway device that
includes stored user-access information.

8. The system of claim 6, further comprising an
Authentication, Authorization and Accounting (AAA)
server in communication with the gateway device and user
profile database, the AAA server determines if a user of the
computer is entitled to access the original destination
address requests based upon the user-access information
stored within the user profile database.

9. The system of claim 6, wherein the redirection server
is located within the gateway device.

10. The system of claim 7, wherein the user-profile
database is located within the gateway device.

11. The system of claim 8, wherein the AAA server is
located within the gateway device.
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SYSTEMS AND METHODS FOR PROVIDING
DYNAMIC NETWORK AUTHORIZATION
AUTHENTICATION AND ACCOUNTING

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is a continuation-in-part of copending
U.S. patent application Ser. No. 09/458,569, filed on Dec. 8,
1999, titled “Systems And Methods For Redirecting Users
Having Transparent Computer Access To A Network Using
A Gateway Device Having Redirection Capability”, issued
as U.S. Pat. No. 6,636,894, which claims the benefit of the
filing date and priority to U.S. Provisional Application Ser.
No. 60/111,497 filed on Dec. 8, 1998. This application also
claims priority from U.S. application Ser. No. 09/458,602,
filed Dec. 8, 1999, titled “Systems and Methods For Autho-
rizing, Authenticating and Accounting Users Having Trans-
parent Computer Access To A Network Using A Gateway
Device,” U.S. Provisional Application Ser. No. 60/161,182,
filed Oct. 22, 1999, titled “Systems and Methods for
Dynamic Bandwidth Management on a Per Subscriber Basis
in a Computer Network,” U.S. Provisional Application Ser.
No. 60/160,890, filed Oct. 22, 1999, titled “Systems and
Methods for Creating Subscriber Tunnels by a Gateway
Device in a Computer Network,” U.S. Provisional Applica-
tion Ser. No. 60/161,139, filed Oct. 22, 1999, titled “Infor-
mation And Control Console For Use With A Network
Gateway Interface,” U.S. Provisional Application Ser. No.
60/161,189, filed Oct. 22, 1999, titled “Systems and Meth-
ods for Transparent Computer Access and Communication
with a Service Provider Network Using a Network Gateway
Device,” U.S. Provisional Application Ser. No. 60/160,973,
filed Oct. 22, 1999, titled “Systems and Methods for
Enabling Network Gateway Devices to Communicate with
Management Systems to Facilitate Subscriber Manage-
ment,” U.S. Provisional Application Ser. No. 60/161,181,
filed Oct. 22, 1999, titled “Gateway Device Having an XML
Interface and Associated Method,” and U.S. Provisional
Application Ser. No. 60/161,093, filed Oct. 22, 1999, titled
“Location-Based Identification and Authorization for use
With a Gateway Device.” All of the above applications are
incorporated by reference in their entirety.

FIELD OF THE INVENTION

The present invention relates generally to systems and
methods for controlling network access, and more particu-
larly, to systems and methods for establishing dynamic user
network access.

BACKGROUND OF THE INVENTION

User access to computer networks has traditionally been
based upon a two step authentication process that either
provides a user total network access, or refuses the user any
access whatsoever. In the first step of the process, a user
establishes a communication link with a network via a
telephone line, dedicated network connection (e.g., Broad-
band, Digital Signal Line (DSL)), or the like. In the second
step of the authentication process, the user must input
identification information to gain access to the network.
Typically, the input identification information includes a
user name and password. Using this information, the net-
work or service provider verifies that the user is entitled to
access the network by determining whether the identification
information matches subscriber information contained in a
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subscriber table (or database) that stores identification infor-
mation for all users authorized to access the network. Where
user input information matches subscriber data in the sub-
scriber table, the user is authorized to access any and all
services on the network. On the other hand, if the user input
identification information fails to match subscriber data in
the table, the user will be denied access to the network. Thus,
once a user’s identity is compared to data stored within a
subscription table, the user is either entitled network access,
or denied access altogether. Furthermore, where the user is
authorized access to the network, the user is typically
authorized to access any destination accessible via the
network. Therefore, conventional authentication of users is
based on an all-or-nothing approach to network access.

In many conventional network access applications, such
as in conventional Internet access applications, the sub-
scriber database (or table) not only stores data corresponding
to the identity of subscribers authorized to access the net-
work, but also stores information that can vary based upon
the particular subscriber. For instance, the subscriber data-
base can include subscriber profiles that indicate the type of
access a subscriber should receive, and other related infor-
mation, such as the fees due by the subscriber for network
access. Although information in the subscriber database may
vary from user to user, information unique to the database is
generally used for billing or network maintenance purposes.
For instance, conventional subscriber databases typically
include data such as the cost the subscriber is paying for
network access, and the amount of time the subscriber has
accessed the network. Thus, where a subscriber to an Inter-
net Service Provider (ISP) has purchased Internet access, a
source profile database may contain information that enables
a user to be authenticated and tracks the user’s access for
accounting purposes, such as maintaining a log of the user’s
time on the network.

Additionally, in conventional network access systems, in
order for a user to connect to on-line services (e.g., the
Internet), the user must install client side software onto the
user’s computer. Client side software is typically provided
by a network administrator or network access provider, such
as an ISP with whom the user has subscribed for Internet
access, and enables the client to configure his or her com-
puter to communicate with that network access provider.
Continuing with the illustrative example of a user accessing
the Internet via an ISP, the user must install ISP software on
the client computer, and thereafter establish an account with
the ISP for Internet access. Typically, a user subscribes to an
ISP, such as America Online™, Earthlink™, Compuserve™
or the like, by contracting directly with the ISP for Internet
access. Usually, the user pays for such Internet access on a
monthly fixed fee basis. Regardless of the user’s location,
the user may dial up an access number provided by the ISP
and obtain Internet access. The connection is often achieved
via a conventional telephone modem, cable modem, DSL
connection, or the like.

Because users accessing networks through conventional
methods, such as through ISPs, are either allowed or denied
access to a network in an all or nothing approach, users
cannot be dynamically authorized access to a network such
that the user’s access and authorization to particular net-
works or sites is customizable. What is needed is a method
and system that allows users dynamic and customizable
access that may vary based upon any number of variables
associated with a user, such as a user location, user name or
password, user computer, or other attributes. For example, it
would be advantageous for some users to be authorized
access to all Internet sites, while others may be denied
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access to particular sites. In addition to authorizing user
access to a network, it would be advantageous for a network,
such as an ISP or enterprise network, to selectively permit
users a range of authorization, such that the user’s access is
not based upon an all or nothing approach.

SUMMARY OF THE INVENTION

The present invention includes a method and system for
selectively implementing and enforcing Authentication,
Authorization and Accounting (AAA) of users accessing a
network via a gateway device. According to the present
invention, a user may first be authenticated to determine the
identity of the user. The authentication capability of the
system and method of the present invention can be based
upon a user 1D, computer, location, or one or more addi-
tional attributes identifying a source (e.g., a particular user,
computer or location) requesting network access. Once
authenticated, an authorization capability of the system and
method of the present invention is customized based upon
the identity of the source, such that sources have different
access rights based upon their identity, and the content
and/or destination requested. For instance, access rights
permit a first source to access a particular Internet destina-
tion address, while refusing a second source access to that
same address. In addition, the authorization capability of the
system and method of the present invention can be based
upon the other information contained in the data transmis-
sion, such as a destination port, Internet address, TCP port,
network, or similar destination address. Moreover, the AAA
of the present invention can be based upon the content type
or protocol being transmitted. By authenticating users in this
manner, each packet can be filtered through the selective
AAA process, so that a user can be identified and authorized
access to a particular destination. Thus, each time the user
attempts to access a different destination, the user is subject
to the AAA, so that the user may be prevented access from
a particular site the AAA system and method deem inacces-
sible to the user based upon the user’s authorization while
permitting access to other sites that the AAA method and
system deem accessible. Additionally, according to one
embodiment of the invention, source access to the network
may be tracked and logged by the present invention for
accounting and historical purposes.

According to one embodiment of the invention, there is
disclosed a method for selectably controlling and custom-
izing source access to a network, wherein the source is
associated with a source computer, and wherein the source
computer has transparent access to the network via a gate-
way device and no configuration software need be installed
on the source computer to access the network. The method
includes receiving at the gateway device a request from the
source computer for access to the network, identifying an
attribute associated with the source based upon a packet
transmitted from the source computer and received by the
gateway device, and accessing a source profile correspond-
ing to the source and stored in a source profile database,
wherein the source profile is accessed based upon the
attribute, and wherein the source profile database is located
external to the gateway device and in communication with
the gateway device. The method also includes determining
the access rights of the source based upon the source profile,
wherein access rights define the rights of the source to access
the network.

According to one aspect of the invention, determining the
access rights of the source based upon the source profile
includes determining the access rights of the source based
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upon the source profile, wherein the access rights define the
rights of the source to access a requested network destina-
tion. According to another aspect of the invention, the
method includes assigning a location identifier to the loca-
tion from which requests for access to the network are
transmitted, and the location identifier is the attribute asso-
ciated with the source. Furthermore, according to the inven-
tion, accessing a source profile corresponding to the source
can include accessing a source profile stored in a source
profile database, where the source profile database includes
a remote authentication dial-in user service (RADIUS), or a
lightweight directory access protocol (LDAP) database.

According to yet another aspect of the invention, the
method includes updating the source profile database when
a new source accesses the network. Additionally, the method
can include maintaining in the source profile database a
historical log of the source’s access to the network. More-
over, the attribute associated with the source can be based
upon a MAC address, User ID or VLAN ID associated with
the source computer from which the request for access to the
network was transmitted. According to yet another aspect of
the invention, receiving at the gateway device a request from
a source for access can include the step of receiving a
destination address from the source.

According to another embodiment of the invention, there
is disclosed a system for selectably controlling and custom-
izing access, to a network, by a source, where the source is
associated with a source computer, and wherein the source
computer has transparent access to the network via a gate-
way device and no configuration software need be installed
on the source computer to access the network. The system
includes a gateway device for receiving a request from the
source for access to the network, and a source profile
database in communication with the gateway device and
located external to the gateway device, wherein the source
profile database stores access information identifiable by an
attribute associated with the source, and wherein the
attribute is identified based upon a data packet transmitted
from the source computer and received by the gateway
device. The system also includes a AAA server in commu-
nication with the gateway device and source profile data-
base, wherein the AAA server determines if the source is
entitled to access the network based upon the access infor-
mation stored within the source profile database, and
wherein the AAA server determines the access rights of the
source with the access rights defining the rights of the source
to access destination sites via the network.

According to one aspect of the invention, the packet
received by the gateway device includes at least one of
VLAN ID, a circuit ID, and a MAC address. Additionally,
according to another aspect of the invention, the source
profile database includes a remote authentication dial-in user
service (RADIUS) or a lightweight directory access protocol
(LDAP) database. Furthermore, the source profile database
can include a plurality of source profiles, wherein each
respective source profile of the plurality of source profiles
contains access information. According to the invention,
each respective source profile can also contain historical
data relating to the duration of network access for use in
determining the charges due for the network access. Accord-
ing to yet another aspect of the invention, the source profile
database can be located within the AAA server.

According to another embodiment of the present inven-
tion, there is disclosed a method for redirecting a source
attempting to access a destination through a gateway device,
wherein source is associated with a source computer, and
wherein the gateway device enables the source to commu-
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nicate with a network without requiring the source computer
to include network software configured for the network. The
method includes receiving at the gateway device a request
from the source to access the network, identifying the source
based upon an attribute associated with the source, and
accessing a source profile database located external to the
gateway device, where the source profile database stores
access rights of the source. The method further includes
determining the access rights of the source based upon the
identification of the source, wherein the access rights define
the rights of the source to access destination sites via the
network.

According to one aspect of the invention, accessing a
source profile database includes accessing a source profile
database that includes a remote authentication dial-in user
service (RADIUS), or a lightweight directory access proto-
col (LDAP) database. According to another aspect of the
invention, the method can include assigning a location
identifier to the location from which requests for access to
the network are transmitted, wherein the location identifier
is the attribute associated with the source. The method can
also include updating the source profile database when a
new source accesses the network, and maintaining in an
accounting database a historical log of the source’s access to
the network, wherein the accounting database is in commu-
nication with the source profile database.

According to yet another aspect of the invention, receiv-
ing at the gateway device a request from a source for access
can include the step of receiving a destination address from
the source. Moreover, determining if the source computer is
entitled to access the destination address can further include
denying the source computer access where the source profile
indicates that the source computer is denied access. Deter-
mining if the source is entitled to access the network can also
further include directing the source to a login page when the
source profile is not located within the source profile data-
base.

According to yet another embodiment of the invention,
there is disclosed a system for enabling transparent com-
munication between a computer and a service provider
network. The system includes a computer, and a network
gateway device in communication with the computer for
connecting the computer to a computer network, where the
network gateway device receives source data that represents
a user attempting to access said computer network. The
system also includes a service provider network in commu-
nication with the network gateway device, where the service
provider network includes an authentication server located
external to the network gateway device and in communica-
tion with the network gateway device. The authentication
server has therein a source profile database comprising
source profiles that represent users authorized to access said
computer network, and compares the source data to said
source profiles to determine if the user attempting to access
the computer network can access the computer network.

According to one aspect of the invention, the system can
include an accounting system for maintaining historical data
concerning use of the service provider network. According
to another aspect of the invention, the authentication server
includes a remote authentication dial-in user service (RA-
DIUS), or a lightweight directory access protocol (LDAP)
database. Furthermore, the source profile database can
include a plurality of source profiles, where each respective
source profile of the plurality of source profiles contains
access information. According to yet another aspect of the
invention, the source data includes an attribute associated
with the computer and transmitted from the computer to the
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gateway device. According to anther aspect of the invention,
the source data includes login information associated with a
respective user.

The Authentication, Authorization and Accounting
method and system according to the present invention
enable users transparent access to a computer network
employing a gateway device. Therefore, each user may have
differing rights to access services, sites or destinations via
the network. Thus, the present invention differs from con-
ventional AAA methods and systems by offering dynamic
AAA services which authenticate users and offer those users
varying degrees of authorization to utilize the accessed
network. Furthermore, the source profile database of the
present invention can be located external to the gateway
device, and on a network non-local to the network from
which access is requested. An external source profile data-
base is desirable because each gateway device allows a finite
number of users to access the network, so that multiple
gateway devices may be required. Additionally, administer-
ing and maintaining one consolidated database of authenti-
cation data is easier than multiple smaller databases. More-
over, locating the database external to the local network
allows an ISP or third party provider to maintain the
confidentiality of the information stored within the database
and maintain and control the database in any manner the
third party provider so desires.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram of a computer system that
includes a AAA server for authenticating, authorizing and
accounting sources accessing networks and/or online ser-
vices, according to one embodiment of the present inven-
tion.

FIG. 2 is a flow chart of a method in which a AAA server
performs authentication, authorization, and accounting,
according to one aspect of the invention.

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENTS

The present invention now will be described more fully
hereinafter with reference to the accompanying drawings, in
which preferred embodiments of the invention are shown.
This invention may, however, be embodied in many different
forms and should not be construed as limited to the embodi-
ments set forth herein; rather, these embodiments are pro-
vided so that this disclosure will be thorough and complete,
and will fully convey the scope of the invention to those
skilled in the art. Like numbers refer to like elements
throughout.

Referring now to FIG. 1, a computer system 10 is illus-
trated in block diagram form. The computer system 10
includes a plurality of computers 14 that can communicate
with one or more online services 22 or networks via a
gateway device 12 providing the interface between the
computers 14 and the various networks 20 or online services
22. One embodiment of such a gateway device has been
described in U.S. patent application Ser. No. 08/816,174
(referred to herein as the Gateway Device Application), the
contents of which are incorporated herein by reference.
Briefly, the gateway device 12 facilitates transparent com-
puter 14 access to the online services 22 or networks 22,
such that the computers 14 can access any networks via the
device 12 regardless of their network configurations. Addi-
tionally, the gateway device 12 includes the ability to
recognize computers attempting to access a network 12, the
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location of computers attempting to access a network, the
identity of users attempting to gain network access, and
additional attributes, as will be discussed below with respect
to the dynamic AAA methods and systems of the present
invention.

As illustrated in FIG. 1, the computer system 10 also
includes an access concentrator 16 positioned between the
computers 14 and the gateway device 12 for multiplexing
the signals received from the plurality of computers onto a
link to the gateway device 12. Depending upon the medium
by which the computers 14 are connected to the access
concentrator, the access concentrator 16 can be configured in
different manners. For example, the access concentrator can
be a digital subscriber line access multiplexer (DSLAM) for
signals transmitted via regular telephone lines, a cable head
end (a Cable Modem Termination Shelf (CMTS)) for signals
transmitted via coaxial cables, a wireless access point
(WAP) for signals transmitted via a wireless network, a
switch, or the like.

The computer system 10 further includes a AAA server 30
that dynamically authenticates and authorizes user access, as
explained in detail below, such that users are subjected to a
AAA process upon attempting to gain access to a network
through the gateway device 12. Finally, as is shown in FIG.
1, the computer system 10 typically includes one or more
routers 18 and/or servers (not shown in FIG. 1) to control or
direct traffic to and from a plurality of computer networks 20
or other online services 22. While the computer system 10
is depicted to have a single router, the computer system 10
can have a plurality of routers, switches, bridges, or the like
that are arranged in some hierarchical fashion in order to
appropriately route traffic to and from the various networks
20 or online services 22. In this regard, the gateway device
12 typically establishes a link with one or more routers. The
routers, in turn, establish links with the servers of the
networks 20 or online services 22, based upon the user’s
selection. It will be appreciated by one of ordinary skill in
the art that one or more devices illustrated in FIG. 1 may be
combinable. For example, although not shown, the router 18
may be located entirely within the gateway device 12.

Users and computers attempting to access a network 20 or
online service 22 via the gateway device 12 are referred to
hereinafter as sources. According to AAA methods and
systems of the present invention, a source attempting to
access a network via the gateway device 12 is authenticated
based on attributes associated therewith. These attributes
can include the identity of a particular user or computer,
location through which access is requested, requested net-
work or destination, and the like. As is explained in detail in
the Gateway Device Application, these attributes are iden-
tified by data packets transmitted to the gateway device 12
from the computers through which access is requested.
According to one embodiment, methods and systems of the
present invention provide dynamic authentication, authori-
zation and accounting based upon these attributes. Gener-
ally, as used herein authentication refers to the identification
of the source, authorization refers to the determination of
permittable source access, and accounting refers to the
tracking of a source’s access to a network.

Referring now to the authentication function of systems
and methods of present invention, it will be appreciated that
authenticating a source attempting to access the network is
often crucial to network administration, as network access
and services are not typically laid open for all users regard-
less of identity or payment. As stated above, a source may
be identified by the gateway device 12 by one or more
attributes contained within data packets transmitted to the
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device from the computer associated with the source
attempting to access a network or service, referred to here-
inafter as the source computer. For instance, where the
source is a user, the source computer is the computer through
which the user is attempting to access a network or network
destination. On the other hand, where the source is a
computer through which one or more user may request
access to a network, the source computer is that computer
through which access is requested.

According to one aspect of the invention, a source com-
puter attempting to access a network via the gateway device
12 may be identified one or more attributes that include a
circuit ID, MAC address, user name, ID and/or password, or
particular location (e.g., a communications port in a hotel
room), or the like, transmitted to the gateway device 12 via
data packets generated by the source computer, as described
in U.S. Provisional Application Ser. No. 60/161,093, titled
“Location-Based Identification and Authorization for use
With a Gateway Device.” It will be appreciated that one or
more of these attributes can be used in the present invention
to identify the source accessing the network. By means of an
illustrative example, where sources are different users hav-
ing dissimilar authentication and authorization rights, the
users may identify themselves by their respective login
information (e.g., user name and password) such that they
will be independently identified despite the use of the same
equipment, such as the same computer. On the other hand,
where the source is a computer, diverse users using the
computer will have like authentication and authorization
rights regardless of the individual rights of each user, as the
rights are associated with the computer (e.g., identified by
MAC address), rather than with the respective users.

The authentication of sources via an attribute associated
with the source is performed by the AAA server 30, illus-
trated in FIG. 1. The AAA server 30 stores source profiles
corresponding to sources identified by the AAA server 30.
According to one aspect of the present invention, the AAA
server 30 is located entirely within the gateway device 12.
According to another aspect of the invention, the AAA
server 30 can comprise a plurality of components, at least
some of which are external to the gateway device 12, or
alternatively, the AAA server 30 can be located entirely
external to the gateway device 12. For example, the location
of the AAA server 30 may be such that the gateway device
12 communicates with the AAA server 30 via internet
protocol.

According to one embodiment of the invention, the AAA
server 30 can be maintained by an ISP, which identifies
sources authorized to communicate with the network via the
ISP. Therefore, it will be appreciated that the AAA server 30
may be located at any internet address and stored on any
computer accessible via internet protocol.

According to one aspect of the invention, a separate
source profile exists for each source accessing the system.
Source profiles are maintained in a source profile database,
which may be an internal component of the AAA server 30,
an external component of the AAA server 30, or a separate
component in communication with the AAA server 30.
Preferably, the source profile database is located external to
the gateway device and network to alleviate administrative
burden on the network so that the network does not have to
set up and maintain separate authentication databases on
each network or gateway device. This is also preferable
because each gateway device 12 allows a finite number of
users to access the network, which requires multiple gate-
way devices to accommodate a large number of sources.
Secondly, administering and maintaining one consolidated
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database of authentication data is easier than multiple
smaller databases. Lastly, locating the source profile data-
base external to the local network can allow an ISP or third
party provider to maintain the confidentiality of the infor-
mation stored within the database and maintain and control
the database in any manner the third party provider so
desires.

The source profile includes one or more names, pass-
words, addresses, VLAN tags, MAC addresses and other
information pertinent to identify, and, if so desired, bill, a
source. Upon a source’s attempt to access a network via the
gateway device 12, the AAA server 30 attempts to authen-
ticate the source by comparing stored source profiles in the
source profile database with the attributes received from the
gateway device 12 or source to determine the source iden-
tity. As an illustrative example, where a user attempts to
access the network by entering a user ID and password, the
user ID and password are compared against all IDs and
passwords stored in the source profile database to determine
the identity of the user. As such, the source profile database
generally comprises a database or data storage means in
communication with processing means located within the
AAA server 30 or gateway device 12, where the source
profile database and processor work in conjunction to com-
pare received attributes to stored source profile information,
as is well known in the art.

The source profile database may comprise programmable
storage hardware or like means located on a conventional
personal computer, mainframe computer, or another suitable
storage device known in the art. Additionally, the means for
comparing the received data to the data within the database
can comprise any software, such as an executable software
program, which can compare data. For example, the AAA
server 30 may store source profiles on a hard drive of a
personal computer, and the means for comparing the
received source data to the source profiles resident on the
computer can include computer software, such as Microsoft
Excel (Microsoft Excel is a trademark of Microsoft Corpo-
ration, Redmond, Wash.). According to another embodiment
of the invention, the AAA server 30 or source profile
database can comprise a Remote Authentication Dial-In
User Service (RADIUS) or a Lightweight Directory Access
Protocol (LDAP) database, which are well known to those
of skill in the art.

If a source fails to correspond to a source profile in the
AAA server 30 at the time of authentication, the source will
not be permitted access to the network. When this occurs, a
user or user associated with a non-user source may be
requested to input source profile information to the AAA
server 30 so that the AAA server 30 can add the source’s
profile to the AAA server 30, and more specifically, to the
source profile database. For example, this may occur the first
time a user attempts to access the gateway device 12.
According to another aspect of the invention, where the
source cannot be identified, the source may be directed to a
login page in order to gather additional information to
identify the source. For instance, the information may be
entered with the aid of a webpage, a pop-up control panel or
user interface, which can open when the source initially
connects to the gateway device 12, as effectuated by a home
page redirection capability, described herein and in U.S.
patent application Ser. No. 09/458,569, filed Dec. 8, 1999,
entitled “Systems And Methods For Redirecting Users Hav-
ing Transparent Computer Access To A Network Using A
Gateway Device Having Redirection Capability” (referred
to hereinafter as the “Redirection Application™), in U.S.
patent application Ser. No. 09/458,579, filed Dec. 8, 1999,
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entitled “Systems And Methods For Redirecting Users Hav-
ing Transparent Computer Access To A Network Using A
Gateway Device Having Redirection Capability,” and in
U.S. patent application, Entitled “Systems and Methods for
Redirecting Users Attempting to Access a Network Site,”
filed concurrently herewith, inventors Joel Short and Flo-
rence Pagan, the contents of each of which are incorporated
herein by reference.

According to one aspect of the invention, the AAA server
30 can identify the source in communication with the
gateway device in a manner that is transparent to computer
users via a packet translation learned during a self configu-
ration. That is, according to one aspect of the invention, a
user will not be required to input identification, reconfigure
the source computer or otherwise change the source com-
puter’s primary network settings. Furthermore, no additional
configuration software will have to be added to the source
computer. After a packet is received by the gateway device,
attributes identified by the data packet can be compared with
the data contained in the source profile database. Therefore,
in addition to not requiring the reconfiguration of computers
accessing the network, AAA servers of the present invention
have the ability to authenticate sources without requiring
interactive steps by the computer user, such as the entering
of a user ID. For instance, the AAA server 30 may auto-
matically identify the source based upon a MAC address, so
that authorization of the source can be readily determined.
Therefore, it will be appreciated that the AAA server 30 can
determine the user, computer, or location from which the
access is requested by comparing the attributes associated
with the received data packet (such as in a header of the data
packet) with data drawn from the source profile database. As
will be described below, the access rights associated with the
source may also be stored within the source profile database
so that the system and method of the present invention can
dynamically authorize access to particular services or des-
tinations.

Once the source has established the network service
connection via the authentication process discussed above,
and a tunnel has been opened to facilitate a communication
line between the source computer and a network, the gate-
way device 12 communicates with the AAA server 30 to
assemble source profile information, or source-specific data.
The source profile information that the gateway device
assembles may include a MAC address, name or ID, circuit
ID, billing scheme related data, service level data, user
profile data, remote-site related data, and like data related to
the source. As such, the AAA server 30 can transmit to the
gateway device 12 any requisite information relating to the
source’s authorization rights and use of the network, as is
next explained in detail.

In addition to authenticating users, the AAA server 30 of
the present invention provides an authorization function, in
which the source access rights are determined. The present
invention enables dynamic authorization of sources, such
that each source might have different respective network
usage or access rights. After authentication, the AAA server
30 compares the attributes of the source with the access
rights of the source associated with the user, computer,
location or attribute(s). The access rights may be stored
within the source profile database or within a separate
subscription database located internal or external to the
gateway device 12. Therefore, separate databases may be
utilized, where one stores identification information on
sources for authentication, and another database stores the
access rights of those sources that have been authenticated.
However, because the profiles of all sources, identified by
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attribute or a combination of attributes, are stored in a source
profile database, it may be advantageous to locate informa-
tion regarding access rights in the source profile database,
which already contains information regarding each authen-
ticated source, as described above.

According to one aspect of the invention the source
profile database stores information defining the access rights
of a source. For example, a source profile database may
contain information indicating that a source having a par-
ticular MAC address has purchased pre-paid access, or that
a given circuit ID has free access or unlimited access. Guests
in a particular room or rooms of a hotel, for example, suites
and penthouses, may receive free unlimited Internet access.
Therefore, access rights can be available contingent upon the
source’s location (e.g. room) or location status (e.g. suite).
In this event, no further identification is required, as the
location from which the source is requesting access is
known to the gateway device and stored in the source profile
database.

In addition to storing information concerning what each
source is authorized to access, the source profile database
can also include specialized access information associated
with a particular source, such as the bandwidth of the
source’s access, or a homepage to which the source should
be directed. For example, a user accessing the network from
a penthouse may receive a higher access baud rate than
someone accessing the network from a typical hotel room.
For example, where a user is transparently accessing the
gateway device from a hotel room, the hotel network admin-
istrator may enter user access information into the source
profile database based upon access rights associated with a
room in the hotel. This can also be done automatically by the
gateway device or a local management system, such as a
hotel property management system, when the user checks
into his or her room. Additionally, the user may establish the
information to be contained within the source profile data-
base upon first accessing the gateway device. For instance,
a new user may be directed to enter a credit card number,
e-wallet account information, pre-paid calling card number
or like billing information to obtain access to the system. A
source profile can also include historical data relating to a
source’s access to the network, including the amount of time
a source has accessed the network. Specialized access or
accounting information contained within the source profile
database may be established by the system administrator, or
by the source who has purchased or otherwise established
access to the network.

According to one aspect of the invention, the authoriza-
tion capability of the AAA server 30 can be based upon the
type of services the source is attempting to access, such as
a destination address, identified by the gateway device 12
based upon data received from the source computer. The
destination can be a destination port, Internet address, TCP
port, network, or the like. Moreover, the authorization
capability of the AAA server 30 can be based upon the
content type or protocol being transmitted. According to the
system and method of the present invention, each packet can
be filtered through the selective AAA process, so that any or
all sources can be authorized access to a particular destina-
tion based on the access rights associated with the respective
sources. Therefore, according to the present invention, each
time the source attempts to access a different destination, the
source is subject to the AAA, so the source may be prevented
access from a particular site the AAA server 30 deems
inaccessible to the source based upon the source’s authori-
zation. Alternatively, the AAA method according to the
present invention allows some or all sources to connect

-112-

10

15

20

25

30

35

40

45

50

55

60

65

12

directly to a specific site, such as credit card or billing
servers for collecting billing information, which can collect
payment or billing information so that the source profile can
be updated and the source thereafter authorized access to
networks. According to the system and method of the
present invention, a source’s authorization can also depend
upon objective criteria, such as a specific time, so that the
session can be terminated at a specific time, after a specific
time has elapsed, or according to other dynamic information
determined by the network provider. Furthermore, authori-
zation can be associated with a combination of attributes.
For example, a user may be authorized access to a network
where the user has input the user’s identification and has
accessed the network from a particular room. Such a require-
ment could prevent unauthorized users also staying in a
particular room from obtaining network access. Therefore,
AAA can be based upon the origination, destination, and
type of traffic.

By way of further explanation, a flow chart of the opera-
tion of the AAA server 30 will be described with respect to
FIG. 2, according to one aspect of the invention. In opera-
tion, a source computer requests (block 200) access to a
network, destination, service, or the like. Upon receiving a
packet transmitted to the AAA server 30, the AAA server 30
examines the packet to determine the identity of the source
(block 210). The attributes transmitted via the packet are
temporarily stored in the source profile database so that the
data can be examined for use in determining authorization
rights of the source. The attributes contained in the packet
can include network information, source IP address, source
port, link layer information, source MAC address, VLAN
tag, circuit ID, destination IP address, destination port,
protocol type, packet type, and the like. After this informa-
tion is identified and stored, access requested from a source
is matched against the authorization of that source (block
230).

Once a source profile has been determined by accessing
the authorization rights stored in the source profile database,
three possible actions can result. Specifically, once a
source’s authorization rights have been retrieved the AAA
server 30 may determine a source to have access 222, to be
pending or in progress 224, or to not have access 226. First,
a source is deemed valid (i.e., to have access) where the
source profile database so states. If a source is determined to
be valid, the source’s traffic can be allowed to proceed out
of the gateway device to the networks or online services the
user associated with the source wishes to access (block 230).
Alternatively, the source may be redirected to a portal page,
as described in the Redirecting Application, prior to being
allowed access to the requested network. For example, a
user may be automatically forwarded to a user-input desti-
nation address, such as an Internet address, for example,
where a user has free access associated with the user’s hotel
room. Alternatively, this may occur where the user has
already purchased access and the user has not exhausted
available access time. Furthermore, an accounting message
may be initiated 230 to log the amount of time the user is
utilizing the gateway device such that the user or location
may be billed for access.

If the second scenario occurs, in which the source is
deemed pending 224 or in progress, the source may take
steps to become authenticated (block 240) so that the source
information is recorded in the source profile database. For
example, a user may have to enter into a purchase agree-
ment, requiring the user to enter a credit card number. If the
user needs to purchase access, or if the system needs
additional information about the user, the user can be
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redirected from the portal page via Home Page Redirect
(HPR) and Stack Address Translation (SAT) to a location,
such as a login page, established to validate new users. SAT
and HPR can intervene to direct the user to a webserver
(external or internal) where the user has to login and identify
themselves. This process is described in detail in the Redi-
recting Application. After inputting any necessary and suf-
ficient information, the user is then be permitted access to a
destination address (block 230, 250). Where the information
provided is insufficient the user will not be authorized access
(block 260). Finally, a third scenario can occur in which a
source is deemed not to have access 226 so that the user is
not permitted to access a destination via the network (block
260).

Referring now to the accounting function of systems and
methods of the present invention, upon authorizing a source
network access, the AAA server 30 can register an account-
ing start to identify that the source is accessing the network.
Similarly, when the source logs off or terminated the net-
work session, an accounting stop can be registered by the
AAA server 30. Accounting starts or stops can be identified
by the gateway device 12 or by the AAA server 30 upon a
source’s authentication or authorization to access a desired
destination. Furthermore, accounting starts or stops can be
registered in the source profile, or can be stored in a database
separate from the AAA server 30 and located external to the
network. Typically, accounting starts and stops include time
stamps that indicate the amount of time a source has been
accessing the network. Using this data, the time between the
accounting start and accounting stop can be tallied so that
the source’s total connection time may be computed. Such
information is valuable where the source is charged by an
increment of time, such as an hour. A billing package, as are
well known in the art, could then tally a user’s total time
accessing the network over a set period, such as each month,
so that a bill can be created for the source. Because networks
and ISPs often may charge a set rate for a specific duration
of time (i.e., flat rate pricing), such as a month, regardless
how much time is being spent accessing the network,
accounting stops and starts may not be required for billing
purposes. Nevertheless, accounting starts and stops may
generally be recorded by the network provider or ISP for
usage statistics.

An ISP or similar access provider would additionally
benefit from being able to track subscriber’s use of the ISP
to establish bills, historical reports, and other relevant infor-
mation. Preferably, the AAA server 30 is in communication
with one or more processors for determining any fees which
may be charged to the source, or due from the source, for
network access or services. The AAA server 30 retrieves the
historical accounting data in a real time basis or after a
specific interval of time has elapsed. Preferably, the AAA
server 30 retains such data in an easily accessible and
manipulatable format such that the access provider (e.g.,
ISP) can produce reports representative of any desired type
of historical data. For example, to project future use of the
access provider, the AAA server 30 produces reports tallying
the number of users accessing the Internet at certain time
periods and from specific locales. Moreover, where the
access provider provides alternative access to users, such as
charging for faster connections (i.e., higher baud rate) for
additional fees, the access provider may wish to analyze
historical data using the AAA server 30 to best meet future
customer demands. Such data may relate to network ses-
sions currently on-going, the duration of those sessions, the
bandwidth currently being used, the number of bytes that
have been transferred and any other pertinent information.
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The AAA server 30 may be implemented using well known
programs, such as Eclipse Internet Billing System, Kenan
Broadband Internet Billing Software (manufactured by
Lucent Technologies), or TRU RADIUS Accountant.

It will be appreciated that the AAA server 30 can dynami-
cally account source access to a network in the same manner
in which access is customizable on a source by source basis.
That is, the AAA server 30 can maintain accounting records
that vary depending upon the identity of a source, source
location, source requested destination, or the like. Like the
access or authorization rights, this information can be main-
tained in the source profile database or a similar accounting
database. For instance, the AAA server 30 may determine
that a particular source is only charged for accessing par-
ticular sites, and will only register an accounting site when
those particular sites are accessed. Therefore, the AAA
server 30 will identify account information stored in the
subscriber’s source profile to determine accounting starts,
accounting stops, billing rates, and the like.

Many modifications and other embodiments of the inven-
tion will come to mind to one skilled in the art to which this
invention pertains having the benefit of the teachings pre-
sented in the foregoing descriptions and the associated
drawings. Therefore, it is to be understood that the invention
is not to be limited to the specific embodiments disclosed
and that modifications and other embodiments are intended
to be included within the scope of the appended claims.
Although specific terms are employed herein, they are used
in a generic and descriptive sense only and not for purposes
of limitation.

The invention claimed is:

1. A method for selectably controlling and customizing
source access to a network, wherein the source is associated
with a source computer, comprising:

receiving at the gateway device a request from the source

computer for access to the network wherein the gate-
way device enables the source computer to access any
network regardless of network configurations via a
packet translation learned during a self configuration
and no configuration software need be installed on the
source computer to access the network;

identifying an attribute associated with the source based

upon a packet transmitted from the source computer
and received by the gateway device;

accessing a source profile corresponding to the source and

stored in a source profile database, wherein the source
profile is accessed based upon the attribute, and
wherein the source profile database is located external
to the gateway device and in communication with the
gateway device, and

determining the access rights of the source based upon the

source profile, wherein access rights define the rights of
the source to access the network.

2. The method of claim 1, wherein determining the access
rights of the source based upon the source profile comprises
determining the access rights of the source based upon the
source profile, wherein access rights define the rights of the
source to access a requested network destination.

3. The method of claim 1, further comprising assigning a
location identifier to the location from which requests for
access to the network are transmitted, and wherein the
location identifier is the attribute associated with the source.

4. The method of claim 1, wherein accessing a source
profile corresponding to the source comprises accessing a
source profile stored in a source profile database, wherein
the source profile database comprises a remote authentica-
tion dial-in user service (RADIUS).
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5. The method of claim 1, wherein accessing a source
profile corresponding to the source comprises accessing a
source profile stored in a source profile database, wherein
the source profile database comprises a lightweight directory
access protocol (LDAP) database.

6. The method of claim 1, further comprising updating the
source profile database when a new source accesses the
network.

7. The method of claim 1, further comprising maintaining
in the source profile database a historical log of the source’s
access to the network.

8. The method of claim 1, wherein the attribute associated
with the source is based upon one of a MAC address, User
ID or VLAN ID associated with the source computer from
which the request for access to the network was transmitted.

9. The method of claim 1, wherein receiving at the
gateway device a request from a source for access comprises
the step of receiving a destination address from the source.

10. A system for selectably controlling and customizing
access, to a network, by a source, where the source is
associated with a source computer, and wherein no configu-
ration software need be installed on the source computer to
access the network, comprising:

a gateway device, wherein the gateway device receives a
request from the source for access to the network and
provides the source computer with access to the net-
work regardless of network configurations via a packet
translation learned during a self configuration;

a source profile database in communication with the
gateway device and located external to the gateway
device, wherein the source profile database stores
access information identifiable by an attribute associ-
ated with the source, and wherein the attribute is
identified based upon a data packet transmitted from
the source computer and received by the gateway
device, and

an Authentication, Authorization and Accounting (AAA)
server in communication with the gateway device and
source profile database, wherein the AAA server deter-
mines if the source is entitled to access the network
based upon the access information stored within the
source profile database, and wherein the AAA server
determines the access rights of the source, wherein
access rights define the rights of the source to access
destination sites via the network.

11. The system of claim 10, wherein the packet received
by the gateway device include at least one of VLAN ID, a
circuit ID, and a MAC address.

12. The system of claim 10, wherein the source profile
database comprises a remote authentication dial-in user
service (RADIUS).

13. The system of claim 10, wherein the source profile
database comprises a lightweight directory access protocol
(LDAP) database.

14. The system of claim 10, wherein the source profile
database includes a plurality of source profiles, wherein each
respective source profile of the plurality of source profiles
contains access information.
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15. The system of claim 14, wherein each respective
source profile contains historical data relating to the duration
of network access for use in determining the charges due for
the network access.

16. The system of claim 10, wherein the source profile
database is located within the AAA server.

17. A method for redirecting a source attempting to access
a destination through a gateway device, wherein source is
associated with a source computer, and wherein the gateway
device enables the source to communicate with a network,
comprising:

receiving at the gateway device a request from the source

to access the network regardless of network configu-
rations via a packet translation learned during a self
configuration and without requiring the source com-
puter to include network software configured for the
network;

identifying the source based upon an attribute associated

with the source;

accessing a source profile database located external to the

gateway device, the source profile database storing
access rights of the source;

determining the access rights of the source based upon the

identification of the source, wherein the access rights
define the rights of the source to access destination sites
via the network; and

directing the source to a redirection site when the source

profile is not located within the source profile database.

18. The method of claim 17, wherein accessing a source
profile database comprises accessing a source profile data-
base comprising a remote authentication dial-in user service
(RADIUS).

19. The method of claim 17, wherein accessing a source
profile database comprises accessing a source profile data-
base comprising a lightweight directory access protocol
(LDAP) database.

20. The method of claim 17, further comprising assigning
a location identifier to the location from which requests for
access to the network are transmitted, and wherein the
location identifier is the attribute associated with the source.

21. The method of claim 17, further comprising updating
the source profile database when a new source accesses the
network.

22. The method of claim 17, further comprising main-
taining in an accounting database a historical log of the
source’s access to the network, wherein the accounting
database is in communication with the source profile data-
base.

23. The method of claim 17, wherein receiving at the
gateway device a request from a source for access comprises
the step of receiving a destination address from the source.

24. The method of claim 19, wherein determining if the
source computer is entitled to access the destination address
further comprises denying the source computer access where
the source profile indicates that the source computer is
denied access.
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SYSTEMS AND METHODS FOR
INTEGRATING A NETWORK GATEWAY
DEVICE WITH MANAGEMENT SYSTEMS

CROSS-REFERENCE TO RELATED
APPLICATIONS

The present invention claims priority from U.S. Provi-
sional Application Ser. No. 60/160,973, filed Oct. 22, 1999,
titled “Systems and Methods for Enabling Network Gateway
Devices to Communicate with Management Systems to
Facilitate Subscriber Management,” U.S. Provisional Appli-
cation Ser. No. 60/161,182, filed Oct. 22, 1999, entitled
“Systems and Methods for Dynamic Bandwidth Manage-
ment on a Per Subscriber Basis in a Computer Network,”
U.S. Provisional Application Ser. No. 60/161,139, filed Oct.
22, 1999, titled “Information And Control Console For Use
With A Network Gateway Interface,” U.S. Provisional
Application Ser. No. 60/161,189, filed Oct. 22, 1999, titled
“Systems and Methods for Transparent Computer Access
and Communication with a Service Provider Network Using
a Network Gateway Device,” U.S. Provisional Application
Ser. No. 60/161,181, filed Oct. 22, 1999, titled “Gateway
Device Having an XML Interface and Associated Method,”
and U.S. Provisional Application Ser. No. 60/161,093, filed
Oct. 22, 1999, titled “Location-Based Identification and
Authorization for use With a Gateway Device,” the contents
of each of which are incorporated herein by reference.

FIELD OF THE INVENTION

The present invention relates generally to a network
gateway device and, more particularly, to systems and
methods for integrating one or more gateway devices with
management systems.

BACKGROUND OF THE INVENTION

Through gateway devices or routers Internet Service
Providers (ISPs) or enterprise network (such as a LANS)
providers can permit a wide variety of users access to their
networks and to other online services. Because high speed
access to enterprise networks, the Internet and on-line ser-
vices is a desirable commodity, like long distance telephone
service, costs associated with the service are typically passed
on to the remote user/subscriber. Therefore, in many
instances the remote user/subscriber is concerned with being
able to acquire network access and service in the most cost
efficient and convenient manner.

In this regard, service concerns of subscribers accessing
local networks through gateway devices parallel those con-
cerns of customers utilizing internet service providers for
conventional telephone line dial-up Internet access. In both
cases, users typically want inexpensive, flexible and cus-
tomer friendly service options. Correspondingly, a gateway
device administrator desires the capability to be able to offer
the user/subscriber numerous and different service and bill-
ing rate options, like those available in conventional dial-up
internet access. For example, the remote user in a hotel
environment may desire a subscription for only a day, or for
the duration of their stay at the hotel. The user/subscriber
may be charged on an hourly rate, a daily rate, a weekly rate,
or at any other interval. Such flexible plans offer cost savings
to consumers and are an attractive incentive to lure custom-
ers into buying access time to the enterprise network, online
services or the internet.

Unlike conventional dial-up internet access, however,
gateway devices permit remote users to access various
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computer networks and on-line services without having a
prior service contract or an ongoing relationship with the
service provider. Therefore, unlike conventional dial up
access plans, which can bill subscribers on a set monthly
schedule, gateway devices make recouping remote access
charges more challenging. This is especially true for
nomadic users, who may utilize a remote connection to a
network only once before relocating. Once the traveler has
moved onward, the network provider may have difficulty in
collecting any unpaid service charges. Furthermore, billing
of nomadic users is another hurdle to fast and easy access to
the enterprise network, on-line services and the internet. The
benefits of remote plug and play access therefore may be
overshadowed by time consuming payment methods. For
example, where a user is required to complete an onerous
billing procedure to pre-purchase local network time or to
pay for the network use after each session, the user may
decide not to use the network. Thus, any convenience
provided by the computer network is superceded by the
inconvenient billing method.

Gateway device administrators also desire convenient
methods in which to bill users/subscribers. Because the
gateway device enables subscribers immediate plug and play
connections to computer networks, such as hotel or airport
networks, the computer network provider and/or service
provider of the high speed network would like to quickly and
immediately bill the users/subscribers. This billing should
be able to easily track a user/subscriber’s usage of the
network so as to recoup costs for the network hardware and
network connection. Furthermore, such billing should be
automated such that system administrators do not need to
individually bill each user.

Therefore, it is desirable for customers, network providers
and service providers to implement automatic billing
through a gateway device utilizing a management system
already used for billing customers. Such automatic billing
utilizing the present invention to automatically send a billing
record to a management system would benefit customers by
facilitating fast and easy access, and also would benefit
network providers who could appropriately charge custom-
ers for obtaining network or Internet access.

SUMMARY OF THE INVENTION

The present invention relates generally to a network
gateway device and, more particularly, to network gateway
devices communicating with management systems or
servers, such as hotel property management systems, to
facilitate subscriber management and billing.

According to one embodiment of the invention, there is
provided a system for enabling a management system to
communicate with a network gateway device in order to
automatically bill a user for access to a computer network
such as a local network or the Internet. The system includes
a computer, and a network gateway device in communica-
tion with the computer for connecting the computer to a
computer network and for maintaining data representative of
the user’s access to the computer network. The system also
includes a management system connected to the network
gateway device that is designed to automatically bill the user
for network or Internet access, or services facilitated by the
network access, such as room service, business services, and
the like. The management system is also designed to com-
municate with a third party device according to at least one
predetermined protocol. According to the present invention,
the gateway device is therefore designed to supply billing
data using one of the predetermined protocols supported by
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the management system. As such, the management system
receives the billing data supplied by the network gateway
device and utilizes the data for automatic billing purposes.

Furthermore, in the system for enabling a management
system to communicate with a network gateway device to
bill a user for access to a computer network, the manage-
ment system can be located within the computer network.
Additionally, the system can include a translator in commu-
nication with the gateway device and management system
for receiving the data supplied by the network gateway
device. The translator can further reconfigure the supplied
billing data received from the network gateway device, and
can transmit the further reconfigured data to the manage-
ment system. The data representative of the user’s access to
the computer network can include data representative of the
user’s location, access time, date which access was obtained,
billing rate, and other pertinent information.

According to another embodiment of the invention, a
method for enabling a remote server, such as an Internet
website, to communicate with a network gateway device in
order to automatically bill a customer via the management
system such as a hotel’s Property Management System.

According to yet another embodiment of the present
invention, there is disclosed a system for integrating a
gateway device with a management system, wherein the
management system can activate communication with the
gateway device. The system includes a computer, and a
network gateway device in communication with said com-
puter for connecting the computer to the computer network,
wherein the network gateway device maintains data repre-
sentative of the user’s access to the computer network. The
system further includes a management system connected to
said network gateway device, wherein the management
system receives the data representative of the user’s access
to the computer network, and wherein the management
system initiates communication with the gateway device to
manage the computer network.

According to one aspect of the invention, the management
system communicates with the network gateway device in at
least one predetermined protocol selected from the group
consisting of a low level protocol, a call accounting record,
and a private branch telephone system protocol. According
to another aspect of the invention, the management system
is a hotel property management system.

The ability to bill customers for service automatically and
track customers without administrator intervention allows
the local network service provisioning to be done
economically, efficiently, and securely, as no administrator
intervention is required. That is, the gateway device gener-
ates accounting records that are formatted and forwarded to
the PMS to facilitate automatic billing. This automatic
billing generates a bill that can be paid by a customer
electronically (e.g., via the Internet), or at checkout of the
hotel. Alternatively, a customer may have pre-purchased
network access.

The present invention provides an: incentive for hotels,
airports, and other computer networks to provide network
connections to users because the computer network has a
captive customer base. Furthermore, automatic billing can
enable usage-based billing for network access and services,
which is desirable to customers. Finally, automatic billing
can reduce the risk of network use by an unauthorized user.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram of a computer system including
a gateway device facilitating communication between com-
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puters and networks or other online services, according to
one embodiment of the invention.

FIG. 2 shows a block diagram of the computer system of
FIG. 1, including a gateway device integrated with a man-
agement system, according to one aspect of the invention.

FIG. 3 shows a call accounting record generated by the
gateway device, according to one embodiment of the present
invention.

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENTS

The present invention now will be described more fully
hereinafter with reference to the accompanying drawings, in
which preferred embodiments of the invention are shown.
This invention may, however, be embodied in many different
forms and should not be construed as limited to the embodi-
ments set forth herein; rather, these embodiments are pro-
vided so that this disclosure will be thorough and complete,
and will fully convey the scope of the invention to those
skilled in the art. Like numbers refer to like elements
throughout.

Referring now to FIG. 1, there is shown in block diagram
form a computer system 10 including a plurality of com-
puters 14 that can communicate with one or more online
services 22 or networks via a gateway device 12 providing
the interface between the computers 14 and the various
networks 20 or online services 22. One embodiment of such
a gateway device has been described in U.S. patent appli-
cation Ser. No. 08/816,174 and U.S. Provisional Application
No. 60/111,497 (collectively referred to herein as the Gate-
way Device Applications), the contents of which are incor-
porated herein by reference. Briefly, the gateway device 12
facilitates transparent computer access to the online services
22 or networks 20, such that the computers 14 can access
any networks via the device 12 regardless of their network
configurations. Additionally, the gateway device 12 includes
the ability to recognize computers attempting to access a
network 20, the location of computers attempting to access
a network, the identity of users attempting to gain network
access, and additional attributes, as is discussed in the
Gateway Device Applications.

As illustrated in FIG. 1, the computer system 10 also
includes an access concentrator 16 positioned between the
computers 14 and the gateway device 12 for multiplexing
the signals received from the plurality of computers onto a
link to the gateway device 12. Depending upon the medium
by which the computers 14 are connected to the access
concentrator, the access concentrator 16 can be configured in
different manners. For example, the access concentrator can
be a digital subscriber line access multiplexer (DSLAM) for
signals transmitted via regular telephone lines, a cable head
end (a Cable Modem Termination Shelf (CMTS)) for signals
transmitted via coaxial cables, a wireless access point
(WAP) for signals transmitted via a wireless network, an
Ethernet switch or the like.

The computer system 10 further includes one or more
routers 18 and/or servers (not shown in FIG. 1) to control or
direct traffic to and from a plurality of computer networks 20
or other online services 22. While the computer system 10
is depicted to have a single router, the computer system 10
can have a plurality of routers, switches, bridges, or the like
that are arranged in some hierarchical fashion in order to
appropriately route traffic to and from the various networks
20 or online services 22. In this regard, the gateway device
12 typically establishes a link with one or more routers. The
routers, in turn, establish links with the servers of the
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networks 20 or online services 22, based upon the user’s
selection. It will be appreciated by one of ordinary skill in
the art that one or more devices illustrated in FIG. 1 may be
combinable. For example, although not shown, the router 18
may be located entirely within the gateway device 12.
Furthermore, additional elements may be included in the
computer system 10, such as elements disclosed in the
Gateway Device Application, or network elements known to
those of ordinary skill in the art.

FIG. 2 shows a block diagram of the computer system 50
of FIG. 1, integrated with a management system 56, accord-
ing to one embodiment of the present invention. It will be
appreciated by those of skill in the art that the embodiment
shown in FIG. 2 is for illustrative purposes, and that the
gateway device 12 may be integrated with virtually any
network server or management system, such as computer
networks used in corporate offices, airports, arenas, apart-
ment complexes, office buildings or the like. As a result, the
embodiment shown in FIG. 2 is for illustrative purposes
only, and is not intended to limit the scope of the present
invention.

According to one aspect of the invention, the gateway
device 12 is in direct communication with the management
system 56 through a serial connection 57. Optionally, the
gateway device 12 may be connected to the management
system 56 through a translator 53, illustrated with phantom
lines to indicate that the translator 53 is not a required
component of the management system 56, as is explained in
detail below. Because the gateway device 12 comprises
similar components to the system illustrated in FIG. 1, it will
be appreciated that the systems can be implemented in like
manners with like components. Furthermore, additional
embodiments of the present invention discussed with respect
to FIG. 1 and in the Gateway Device Applications may also
be implemented in the system 56 shown in FIG. 2.

As shown in FIG. 2, each of the plurality of computers 14
is located in a different hotel room 60, 70, 80 and 90 to allow
multiple guests to access the hotel’s computer network. The
computers 14 are connected to the access controller 16
through a communications port in each room using a com-
munications device such as a DSL modem, an Ethernet card,
a coaxial cable, or another well known communication
device. Most preferably, the connection between the com-
puters 14 and the access controller 16 is a high speed
connection, so that the computers 14 can receive data as fast
as the gateway device 12 can forward the data. The data
transmitted from the gateway device 12 to the computers 14
may originate from any devices located within the computer
system 50, such as communications via the Internet.

Management systems 56 are typically implemented
through the use of one or more conventional computers. It
will be appreciated that management systems 56 may
include any well known computer based systems imple-
mented in hotels, airports, arenas or other venues to manage
operations or network access. For instance, where the gate-
way device 12 is located in a corporate office the gateway
device 12 may be in communication with one or more
central servers to which all computers in the corporate office
are connected. In the embodiment of FIG. 2, the manage-
ment system 56 can be a property management system
located within a hotel. Typical hotel property management
systems automate operations such as room reservations,
room assignments, guest check-in and check-out, and other
front desk activities. Furthermore, typical hotel property
management systems maintain a log of telephone calls and
telephone charges for each guest room, and are in commu-
nication with the Internet to facilitate on-line reservation
systems.
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Where the management system 56 is illustrative of a
property management system in a hotel, the gateway device
12 is in communication with the management system 56
such that each user/subscriber’s access and connection to the
hotel network via the gateway device 12 can be monitored
by the management system 56. Typically, the gateway
device 12 is connected via a serial connection 57, Ethernet
connection, or LAN to the management system 56. Accord-
ing to one preferred embodiment the gateway device 12 is
connected to the management system 56 via a serial inter-
face. The connection may operate at a variety of baud rates,
such as at 9,600 or 56,000 bits per second, or at much higher
rates. The primary purpose for integrating the gateway
device 12 with the management system 56 is to allow the
hotel to bill each specific user/subscriber for their use and
connection to the hotel’s network or to automatically bill
such use directly to the room from which access was
obtained. As disclosed in detail in the Gateway Device
Applications, the identity of a user or a location from which
auser communicates with the network can be determined by
the gateway device 12. According to one aspect of the
invention, a user will not be authorized access to networks
20 or online serves 22 until the user is authorized access.
This may require a user to enter a user name and ID to
identify the user, or may require registration (e.g., input of
a credit card number) or pre-payment for use of the system.
Furthermore, the user may be authenticated based upon the
AAA process described in U.S. patent Application titled
“Systems And Methods For Providing Dynamic Network
Authorization, Authentication And Accounting,” inventors
Joel Short and Florence Pagan, the contents of which are
incorporated herein by reference. As described in the
application, the gateway device 12 can identify users based
upon the user’s computer, location, or computer from which
access is requested.

The gateway device 12 can thus monitor and record
information such as the identity of the user, the room from
which the user obtained access, the amount of time that the
user utilized the network, the cost of each network access,
the time, date and duration of the network access, and other
additional information. Through this integration, systems of
the present invention offer user/subscribers of computer
networks integrated with management systems convenient
payment plans in which users do not have to pre-pay for
network access or physically pay each time the network is
accessed, and features, such as billing status, that are oth-
erwise available only by directly accessing management
systems.

Traditional hotel property management systems are con-
figured to communicate with various third party systems,
such as point of sale systems, PBX systems, pay per view
systems, and credit card authorization servers through serial
ports, modem communications, dedicated connections, or
through other well known communication means. Such
connections allow the management system 56 to function as
a fully integrated system, which allows customers to use a
variety of hotel resources while automatically being billed
for each transaction. Hotel property management systems
are generally configured to receive such communications
because these third party systems are typically used in the
vast majority of hotels. To receive data from each of these
third party systems, management systems typically include
software for communicating with the third party systems
based upon the data protocol and data structure implemented
by the management system. The software allows data from
third party systems to be received and reconfigured, if
necessary, so that the data is in a format appropriate to be
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utilized by the management system. However, because typi-
cal management systems that are currently deployed are not
designed to receive data from a gateway device 12, the
gateway device 12 can be designed to interface with the
management system 56 without requiring additional pro-
gramming of the management system software.

For instance, it will be appreciated by those of skill in the
art that the information passed from the gateway device 12
to the management system 56 can be configured, in most
respects, identical to information received by the manage-
ment system 56 from a private branch telephone system
(PBX), which are commonly utilized in hotels. PBX systems
allow room to room, local and long distance telephone calls
to be made by guests, and are typically connected to hotel
property management systems to facilitate billing of hotel
guests based upon the room in which the call is made.
Charges for calls can then be paid by the guest upon
checkout, automatically billed to the guest’s credit card or
automatically billed to the guest with room charges.
Although the gateway device 12 may be configured to
communicate with the management system 56 in the same
manner as PBX systems, it will be appreciated that this
configuration is not required by the present invention.
However, such a configuration is preferred such that the
gateway device can be integrated in existing hotels with
minimum or no impact on the configuration of preexisting
management system equipment. Because the gateway
device 12 can communicate with management systems by
any means well known to those of skill in the art for
transmitting network access and usage data to management
systems, it will be appreciated that the device 12 can be
configured in any manner that results in the least significant
impact on management systems or on the user or adminis-
trator.

Therefore, in a preferred embodiment the gateway device
12 of the present invention formats data such that the data
has the same data protocol and data structure as that of a
third party service, such as a PBX, that the management
system 56 is designed to receive. The management system
56 is adapted to communicate using different protocols
specific to different types of devices or third party systems.
Thus, the gateway device 12 can masquerade as a PBX or
another third party system. The gateway device 12 creates a
data record corresponding to an individual user/subscriber’s
use of the computer system, including the user/subscriber’s
location (room number), access charge, and additional
information, as discussed above. The gateway device 12
formats the data record to fit the proper format required by
the property management system vendor. The data is then
transmitted to the management system 56 using low level
protocol format. Typically, such formats are well known to
those of skill in the art of management system design.
According to one embodiment of the invention, the gateway
device 12 can format the data as a call accounting record
(CAR), illustrated in FIG. 3.

The CAR of FIG. 3 is in a standard PBX format that the
gateway device 12 can modify as needed to conform to the
format requested by the management system 56. The CAR
includes data representative of month/day 310, extension/
room 315, time 320, duration 325 (e.g., in minutes), charge
330, phone number 335, routing code 340, and the like, as
well as additional data 300 that may be necessary for
accurate ordering, transmittal and/or reception of the call
accounting record. It will be appreciated that additional
formats containing similar data can also be generated by the
gateway device 12 for transmission to the management
system 56. Because management systems can differ, each
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system utilizing different user interfaces, variables, and
operating systems, the gateway device 12 should commu-
nicate data to the management system 56 using data formats
acceptable to a large number of management systems. In this
manner, the gateway device 12 may be compatible with a
majority of property management systems. For example, the
gateway device 12 may be compatible to operate with the
most popular management systems and formats, such as
Micros Fidelio (manufactured by MICROS Systems, Inc.,
Beltsville, Md.), HOBIC, Autoclerk (manufactured by
AutoClerk, Inc., Lafayette, Calif.), and other well known
systems and formats.

However, there are many different management system
standards, none of which are universal and implemented in
all property management systems. As a result, although the
gateway device 12 can be configured to conform to a large
number of differing management systems, the gateway
device 12 is set up to communicate with the management
system in which is integrated. Furthermore, it will be
appreciated that although the gateway device 12 may
include a number of configuration settings, the device may
not be able to conform to some systems. As a result, a
translator 53 may be optionally used to manipulate the data
output by the gateway device 12 in such a manner as to allow
the data to be utilized by the management system 56. In one
embodiment, the translator may comprise a Lodging Link II
device (LL) (manufactured by Protocol Technologies, Inc.,
Scottsdale, Ariz.) to convert incoming data from the gateway
device 12 to data acceptable to the property management
system device, such as UHALL protocol. Additionally, the
translator 53 may also be connected to one or more devices
or systems in =communication with the property manage-
ment system, such as the pay per view system or credit card
authorization system, to format data output by any system or
component having data protocols which differ from those of
the management system 56.

Additionally, according to one aspect of the invention, it
should be appreciated that a gateway device 12 in located
within a network may not have a relationship with a billing
company, and as a result, the gateway device 12 may not
obtain a CAR from a third party. In this instance, a man-
agement system 56 can rely on the gateway device 12 to
create its own call accounting record that can be sent to a
standard printer. The printed data (call accounting record
generated by the gateway device 12) can then be manually
entered into the management system accounting records,
such as a hotel/business accounting record, and thus added
to the user’s bill.

Because data may be transferred to the management
system in a CAR format, data typically within such format
must be altered to accurately reflect the computer network
service being provided to the user/subscriber. For example,
in PBX systems, CAR format usually includes the phone
number to which a telephone call is being made. However,
when a user/subscriber is obtaining access to the hotel
network via the gateway device 12, no telephone number is
dialed or called. Therefore, when possible, data within the
CAR format (i.e., telephone record), such as telephone
numbers, may be replaced with a descriptive record that
indicates some other data that the property management
systems wishes to track or record. On the other hand, where
the CAR records cannot be replaced, a mock field, such as
a mock telephone number, may be included so that the
property management system receives the entire record it is
programmed to receive. Thereafter, the mock number is not
utilized by the management system 56. Additional problems
may also exist, for example, where the management system
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56 is not devised to support the normumeric ASCII charac-
ters typically transmitted by the gateway device 12. In this
situation, the gateway device can be configured to replace
the ASCII characters with numeral designations.

Integrating the gateway device 12 with the management
system 56 allows a user/subscriber’s account to be billed
directly to that user?s hotel bill in a like manner as telephone
calls billed to a hotel room. For example, where the man-
agement system 56 receives data representing a user’s
access to the local system, from the gateway device 12 and
as described in the Gateway Device Applications, the man-
agement system 56 can automatically bill the operator
through the use of a credit card authorization system in
communication with the management system 56. It will be
appreciated that this can be accomplished because the prop-
erty management system can register network access, iden-
tified by the gateway device, in one or more fields existing
or established in the management system 56. For instance,
the management system 56 can register network access as a
long distance call, or can establish a special fee for such
access and add the cost of that access to a customer’s bill in
the same manner as a long distance call. In this manner, the
customer’s payment can be fast, easy, automated and trans-
parent to the user.

Additionally, once the data transmitted by the gateway
device 12 is received by the management system 56, the
management system 56 can display the data using a man-
agement system 56 interface. Preferably, the data may be
displayed in a easily readable and printable form to allow a
user/subscriber to view a summary of access information.
Moreover, the data should be accessible to the user/
subscriber’s accounting record. In this manner, charges due
to network access may be automatically placed on a cus-
tomer’s pre-existing bill, such as a hotel bill. Where access
is obtained at another location, such as at an airport, the
airport system manager (i.e., equivalent to the hotel property
management system in the above example) may automati-
cally bill the customer, can automatically charge the cus-
tomer’s credit card, or can add the charges to an account
which the customer maintains. In this regard, while the
management system has primarily been described in con-
junction with a hotel computer network, the management
system can be utilized in a variety of other applications in
which a user/subscriber obtains access to a computer net-
work or other on-line service via a gateway device.

Although the invention has been described herein as using
a gateway device to monitor and facilitate network access of
a user, and to transmit accounting information to the man-
agement system, it will be appreciated that the gateway
device 12 can also be used to account for a variety of charges
incurred as a result of the user’s interaction with online
services 22 or networks 20. For instance, a remote system
can bill the user directly to the management system. This
could occur, for instance, where the user orders goods or
services online. In this event, the gateway device can add the
charge directly to the user’s account in the management
system.

Additionally, although the management system has been
discussed herein as receiving data from the gateway device,
in a passive manner, the management system can addition-
ally transmit information to the user or gateway device 12.
Therefore, the management system can activate communi-
cation with the gateway device 12 to aid in managing the
computer network. For instance the management system
may inform the gateway device 12 that a particular room or
user should be allowed or denied access to the system 50, or
that a particular port should be turned on or off. Additionally,
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the management system may request information from the
gateway device, such as whether or not a particular user is
using the system. This request may be automated or facili-
tated by a network administrator. Therefore, it will be
appreciated that the system 50 may operate both down-
stream (from the user/computer or network or online service
to the management system) and upstream (from the man-
agement system to the user/computer or online service or
network.)

Many modifications and other embodiments of the inven-
tion will come to mind to one skilled in the art to which this
invention pertains having the benefit of the teachings pre-
sented in the foregoing descriptions and the associated
drawings. Therefore, it is to be understood that the invention
is not to be limited to the specific embodiments disclosed
and that modifications and other embodiments are intended
to be included within the scope of the appended claims.
Although specific terms are employed herein, they are used
in a generic and descriptive sense only and not for purposes
of limitation.

That which is claimed:

1. A system for integrating a gateway device with a
management system to automatically bill a user for access to
a computer network, comprising:

a computer;,

a network gateway device in communication with said
computer for connecting the computer to the computer
network, wherein the network gateway device commu-
nicates with the computer absent additional agents
implemented by the computer and wherein the network
gateway device maintains data representative of the
user’s access to the computer network; and

a management system connected to said network gateway
device for automatically billing the user based upon
usage of the computer network, wherein said manage-
ment system is configured to communicate according to
at least one predetermined protocol,

wherein the network gateway device formats the data into
call accounting record format, and wherein said man-
agement system receives the data formatted by the
network gateway device and utilizes the data formatted
by the network gateway device for billing purposes.

2. The system of claim 1, further comprising a translator
in communication with the gateway device and management
system for receiving the data reconfigured by the network
gateway device, said translator adapted to further reconfig-
ure the reconfigured data, and to transmit the further recon-
figured data to the management system.

3. The system of claim 1, wherein the data representative
of the user’s access to the computer network comprises data
representative of the user’s location.

4. The system of claim 1, wherein said management
system is a hotel property management system.

5. The system of claim 1, wherein the management system
stores data reconfigured by the network gateway device, and
wherein at least some of said data is accessible by the
computer.

6. A method for integrating a gateway device with a
management system to automatically bill a customer for
access to a computer network, comprising:

enabling a user to access, via a network gateway device,
a computer network absent additional agents imple-
mented by a user’s computer;

collecting data corresponding to the user’s access to said
computer network in said network gateway device;

reconfiguring said data into call accounting record format;
and
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transmitting the reconfigured data to the management

system.

7. The method of claim 6, further comprising providing a
translator for reconfiguring said data and transmitting said
reconfigured data to the management system.

8. The method of claim 6, wherein transmitting the
reconfigured data to the management system includes trans-
mitting the reconfigured data to a hotel property manage-
ment system.

9. The method of claim 6, further comprising storing said
reconfigured data at the management system, wherein at
least some of said reconfigured data is accessible by said
user.

10. A system for integrating a gateway device with a
management billing system, wherein the billing system can
activate communication with the gateway device, compris-
ing:

a computer,

a network gateway device in communication with said
computer for connecting the computer to the computer
network, wherein the network gateway device commu-
nicates with the computer absent additional agents
implemented by the computer and wherein the network
gateway device maintains data representative of the
user’s physical location and the user’s access to the
computer network; and

a management billing system connected to said network
gateway device, wherein the management system
receives the data representative of the user’s access to
the computer network, and wherein the management
system initiates communication with the gateway
device to control a user’s access to the computer
network and a physical location’s access to the com-
puter network.

11. The system of claim 10, wherein the management
system communicates with the network gateway device in at
least one predetermined protocol selected from the group
consisting of a low level protocol, a call accounting record,
and a private branch telephone system protocol.

12. The system of claim 10, wherein said management
system is a hotel property management system.

13. A system for integrating a gateway device with a
management system to automatically bill a user for access to
a computer network, comprising:

a computer;

a network gateway device in communication with said
computer for connecting the computer to the computer
network, wherein the network gateway device commu-
nicates with the computer absent additional agents
implemented by the computer and wherein the network
gateway device maintains data representative of the
user’s physical location and usage of the computer
network; and

a management system connected to said network gateway
device for automatically billing the user based upon the
physical location of the user and the usage of the
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computer network, wherein said management system is
configured to communicate according to at least one
predetermined protocol,

wherein the network gateway device formats the data to
meet one of the predetermined protocols supported by
said management system, and wherein said manage-
ment system receives the data formatted by the network
gateway device and utilizes the data formatted by the
network gateway device, including the physical loca-
tion of the user and the user’s network usage, for billing
purposes.

14. The system of claim 13, further comprising a trans-
lator in communication with the gateway device and man-
agement system for receiving the data reconfigured by the
network gateway device, said translator adapted to further
reconfigure the reconfigured data, and to transmit the further
reconfigured data to the management system.

15. The system of claim 13, wherein the at least one
predetermined protocol is selected from the group consisting
of a low level protocol, a call accounting record, and a
private branch telephone system protocol.

16. The system of claim 13, wherein said management
system is a hotel property management system.

17. The system of claim 13, wherein the management
system stores data reconfigured by the network gateway
device, and wherein at least some of said data is accessible
by the computer.

18. A method for integrating a gateway device with a
management system to automatically bill a customer for
access to a computer network, comprising:

enabling a user to access, via a network gateway device,
a computer network, absent additional agents imple-
mented by a user’s computer;

collecting data corresponding to the user’s access to said
computer network, including a physical location of the
user and the user’s network usage, in said network
gateway device;

reconfiguring said data to one of the predetermined data
formats which may be received by a management
system; and

transmitting the reconfigured data to the management

system.

19. The method of claim 18, further comprising providing
a translator for reconfiguring said data and transmitting said
reconfigured data to the management system.

20. The method of claim 18, wherein reconfiguring said
data comprises reconfiguring said data to one of said pre-
determined formats selected from the group consisting of a
low level protocol, a call accounting record, and a private
branch telephone system protocol.

21. The method of claim 18, wherein transmitting the
reconfigured data to the management system includes trans-
mitting the reconfigured data to a hotel property manage-
ment system.
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SYSTEM AND METHOD FOR NETWORK
ACCESS WITHOUT RECONFIGURATION

CROSS-REFERENCE TO RELATED
APPLICATION

The present application claims priority to U.S. Provisional
Patent Application Ser. No. 60/161,138 filed Oct. 22, 1999,
the disclosure of which is hereby incorporated by reference
in its entirety.

FIELD OF THE INVENTION

The present invention relates to a system and method for
providing local and wide area network communications for
devices without reconfiguration of communication param-
eters of the devices.

BACKGROUND OF THE INVENTION

Large corporate or enterprise networks typically require
significant resources to deploy and maintain. To lessen the
burden of supporting countless users, network administra-
tors often mandate computer hardware, software, and net-
work configuration choices based on a user’s needs for
access to a local or wide area network, such as a corporate
intra-net or the Internet, respectively. Once a computer is
configured in accordance with the corporate standard, any
changes made by the user to connect to a different (foreign)
network, such as may be available while traveling, at a
remote corporate site, or at home, may result in his inability
to reconnect to the network(s) upon returning to his normal
(sometimes referred to as “home”) location absent additional
administrator intervention.

Widespread deployment of high-speed access technolo-
gies has reduced associated costs such that many users have
high-speed access to their Network Service Provider (NSP)
or Network Access Provider (NAP) from their residences.
While high-speed residential access is becoming increas-
ingly more affordable, an incentive remains to share the
access among two or more computers, such as a desktop
which may belong to the user and a laptop which is often
owned by her employer. To establish a connection to the
NSP, the user’s computing device (desktop, laptop, PDA,
etc.) must be appropriately configured. For most users, this
task requires additional support from the NSP via telephone
in the best case scenario or via an on-site visit for many
provisioning tasks which may include hardware installation
(cable modem, ISDN modem, NIC, etc.) in addition to
application and communication parameter configuration (IP
address, gateway, subnet mask, DNS, proxy selections).

Configuration issues present a formidable challenge for
truly mobile computing. Wireless modems and cellular
telephones are now capable of establishing a network con-
nection within a particular service area. Typically, a user
establishes a connection using a remote-access server com-
municating via point-to-point protocol (PPP) to avoid some
of the configuration issues described above. However, this
type of connection provides only limited access and func-
tionality. As computing devices become smaller and more
powerful, and wireless technologies support increasingly
greater bandwidth, traveling “power users” will demand a
seamless connection from network to network as they
traverse a variety of disparate networks or access areas. User
intervention for configuration changes is simply not an
acceptable alternative.

A number of strategies have been utilized to reduce the
time and effort required for provisioning and/or configura-
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tion to connect a new or returning user to a particular
network. Dynamic Host Configuration Protocol (DHCP)
was developed to allow network administrators to assign
TCP/IP configuration parameters to various client computers
on their networks. However, some of the functional charac-
teristics of DHCP are not well suited for deploying residen-
tial or mobile network access. In particular, DHCP must be
selected in the user’s configuration to automatically obtain
various communication parameters from an appropriate
DHCP server. As such, this solution is not viable for any
users configured with a static [P address.

In addition to communication parameters which may be
set by a DHCP server if appropriately configured, the
widespread use of the Internet and world wide web present
additional challenges in terms of application configuration
settings. For example, many browser applications may be
configured to use proxy services for one or more protocols,
including HTTP, FTP, Socks, etc. These proxy services are
often used in enterprise networks to provide caching and
additional security to users. However, the proxy settings
must be manually reconfigured by the user to accommodate
connection to a foreign network.

One approach to automating application settings uses a
strategy similar to a DHCP server. A provisioning server on
the foreign network may be used to communicate appropri-
ate proxy settings to a new user using another application
program, applet, or script, such as a Java script. However,
this approach may require the user (or user’s application) to
actively request reconfiguration from the provisioning
server, i.e. manual intervention from the user. In addition,
the applet downloaded from the provisioning server modi-
fies the user’s settings which may prevent the user from
using that browser on the enterprise network without addi-
tional manual intervention and proxy configuration changes.

SUMMARY OF THE INVENTION

Thus, it is an object of the present invention to provide a
configuration manager which provides network access to a
user without modifying the user’s network communication
parameters.

Another object of the present invention is to provide a
transparent proxy service for users having browsers config-
ured to use a protocol proxy.

A further object of the present invention is to provide a
system and method for providing transparent access for a
user to a network without requiring manual intervention
from the user.

Yet another object of the present invention is to provide
transparent HT'TP and FTP proxy services to users having a
browser configured to use a proxy.

An additional object of the present invention is to provide
a system and method for selectively providing proxy service
to only those users who are configured to use a proxy.

Another object of the present invention is to provide a
system and method for determining whether a particular user
is configured to use a proxy service.

A further object of the present invention is to provide a
system and method for splicing a connection from a user to
the configuration manager with a corresponding connection
from the configuration manager to an origin server after
determining the subscriber proxy settings.

In carrying out the above objects and other objects,
features, and advantages of the present invention, a method
for providing client access to a network without changing
client network settings includes determining whether the
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client is configured to use a proxy service and selectively
acting as the proxy service when the client is so configured.
In one embodiment, determining whether the client is con-
figured to use a proxy service includes establishing a con-
nection between the client and a configuration manager and
monitoring the connection for messages containing a proxy
request.

The present invention monitors domain name requests to
detect clients configured to use a particular proxy based on
a domain name, and provides domain name resolution to a
network address to allow a connection to be established. The
present invention detects failed domain name lookup
requests originating from the client and generates a reply to
the client with the network address of the configuration
manager. Once the proxy configuration of the client is
determined, an appropriate status indicator is preferably
stored in a database for future requests from a particular
client or subscriber. For clients which are not configured to
use a proxy service, no additional processing overhead is
incurred. As such, the present invention is capable of selec-
tively processing requests and providing proxy services only
when necessary for compatibility between the client settings
and a foreign network.

Once it is determined that the client is not configured for
proxy service, a connection between the origin server and
the configuration manager is established to service the
request.

For clients which are configured to use a proxy service,
the proxy service is preferably provided by the configuration
manager. However, in applications where the client specified
proxy server is publicly available, the proxy request may be
forwarded to the specified proxy server if desired.
Alternatively, all requests (proxy or direct) may be redi-
rected to a proxy server of the NSP, NAP, or a third-party
portal, for example, to provide caching, security, and/or
network-specific content.

Whether or not the client is configured to use a proxy
service, a connection is established between the client and
the configuration manager, and between the configuration
manager and the origin server. Rather than copying data
between these two sessions, the present invention transfers
the session flow control functions to the endpoints to effec-
tively splice the connections together while maintaining the
end-to-end semantics. To splice the connections, the con-
figuration manager modifies the message header and retrans-
mits the message so there is no need for application buff-
ering. This enhances throughput and reduces processing
time. Preferably, the connection splice is performed below
the conventional TCP/IP stack using a scaled down TCP
implementation with minimal functionality including the
three-way TCP connection establishment protocol.

Various other services may also be transparently provided
to the subscriber/client including Domain Name Service
(DNS) redirection and Simple Mail Transport Protocol
(SMTP) over the foreign network. Redirection may be
provided independent of the proxy settings where the client-
specified server (SMTP or DNS) is unavailable or behind a
firewall (which results in slow response times). DNS redi-
rection according to the present invention intercepts a
domain name request and redirects the request from the
client-specified server to a local domain name server which
may be internal or external to the configuration manager.
Likewise, the present invention provides SMTP redirection
to a local SMTP server which may be internal or external to
the configuration manager. Unlike the DNS redirection, the
SMTP redirection keeps the source/reply address but directs
messages to their final destination via the local SMTP server.
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In one embodiment of the present invention, the configu-
ration manager includes an extendible architecture imple-
mented as a cooperative multiplexing protocol dispatcher
below the network and transport layers of the protocol stack.
The dispatcher actively monitors all packets and uses vari-
ous hooks to dynamically select which packets to act on
rather than blindly sending packets up the stack. The dis-
patcher distributes packets not only based on frame type but
also by protocol. The dispatcher is preferably implemented
in software so various modules can be more easily added,
deleted, selected, or unselected and may include event
driven and/or condition dependent modules. The architec-
ture of the present invention facilitates various hardware/
software implementations including embedded systems hav-
ing one or more microprocessors, application specific
integrated circuits (ASICs) and the like.

The present invention provides a number of advantages
relative to prior art approaches to the subscriber/client
configuration problem. The present invention provides
proxy service independent of whether a pre-configured
proxy host is reachable from the foreign network, including
cases wherein a domain name is not resolvable to a network
address. The present invention provides proxy services for
pre-configured users where the user’s proxy host is located
behind an enterprise network firewall. In addition, the
present invention provides a system and method which does
not require a proxy request as the first service request of a
new subscriber.

The above advantages and other advantages, objects, and
features of the present invention, will be readily apparent
from the following detailed description of the best mode for
carrying out the invention when taken in connection with the
accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram illustrating one application for
a configuration manager according to one embodiment of
the present invention;

FIG. 2 is a block diagram illustrating an alternative
application for a network configuration adapter/manager
according to one embodiment of the present invention;

FIG. 3 is a block diagram illustrating system components
for a configuration manager/adapter according to one
embodiment of the present invention;

FIG. 4 is a block diagram illustrating an application
specific integrated circuit implementation of the configura-
tion manager/adapter of the present invention;

FIG. 5 is a block diagram illustrating an extendible
architecture of a configuration manager/adapter according to
one embodiment of the present invention;

FIG. 6 is a flowchart illustrating operation of a system or
method for initialization of a subscriber session for a con-
figuration manager/adapter according to one embodiment of
the present invention;

FIGS. 7a and 7b are flowcharts illustrating dynamic
address translation processing of packets received on the
subscriber side of a configuration manager/adapter accord-
ing to one embodiment of the present invention;

FIGS. 8a and 8b are block diagrams illustrating dynamic
address translation processing of packets received on the
network side of a configuration manager/adapter according
to one embodiment of the present invention;

FIG. 9 is a flowchart illustrating a data structure used for
IP session mapping according to one embodiment of the
present invention;
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FIG. 10 is a table illustrating searching efficiency of a
hashing algorithm relative to a Patricia tree algorithm
according to one embodiment of the present invention;

FIG. 11 is a graph illustrating the number of searches as
a function of the number of sessions for the data illustrated
in FIG. 10;

FIG. 12 illustrates a data structure which may be used to
implement a timeout queue according to one embodiment of
the present invention;

FIG. 13 is a flowchart illustrating operation of a system or
method for adapting a protocol proxy configuration accord-
ing to one embodiment of the present invention;

FIG. 14 is a flowchart illustrating operation of a system or
method for protocol proxy determination according to one
embodiment of the present invention;

FIGS. 15a—15¢ provide a detailed flowchart representing
operation of a system or method for subscriber HT'TP proxy
processing according to one embodiment of the present
invention;

FIG. 16 is a flowchart illustrating operation of an HTTP
proxy application level (layer) gateway (ALG) for the
network side of a configuration manager/adapter according
to one embodiment of the present invention;

FIG. 17 is a transaction diagram illustrating operation of
an HTTP proxy request using a configuration manager/
adapter according to one embodiment of the present inven-
tion;

FIG. 18 is a flowchart illustrating domain name service
(DNS) processing for subscriber side packets according to
one embodiment of the present invention;

FIG. 19 is a flowchart illustrating domain name service
(DNS) processing for network side packets according to one
embodiment of the present invention;

FIG. 20 is a block diagram illustrating operation of a
system or method for service redirection according to one
embodiment of the present invention; and

FIG. 21 is a flowchart illustrating operation of a method
for protocol proxy processing of a file transfer protocol
(FTP) request according to one embodiment of the present
invention.

DETAILED DESCRIPTION OF THE
INVENTION

As used throughout this description, the terms client and
server refer to the role being performed by a program for a
particular connection rather than to the program character-
istics in general. As one of ordinary skill in the art will
appreciate, any given program may be capable of acting both
as a client and a server. Likewise, any server may act as an
origin server, proxy, gateway, or tunnel based on the nature
of a particular request. Likewise, the terms user and sub-
scriber are used interchangeably.

FIG. 1 provides a block diagram for one possible appli-
cation of a configuration manager/adapter according to one
embodiment of the present invention. As one of ordinary
skill in the art will appreciate, the configuration manager of
the present invention may include various other features
which may be integrated with the automatic configuration
features. For example, various subscriber functions such as
authentication, authorization, and accounting may also be
provided. To communicate over a wide area network 32,
such as the Internet for example, various communication
parameters must be appropriately configured. Enterprise
networks, represented generally by reference numeral 34,
are typically managed by organizations with resources to
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provision and maintain computers such as laptop computer
36. A variety of communication or network configuration
parameters, represented generally by reference numeral 38,
must be appropriately configured for computer 36 to com-
municate with the local and wide area networks. Network
configuration parameters 38 may include an IP address 40,
a gateway address 42, a subnet mask 34, a DNS address 46,
and various protocol proxies 48. Protocol proxies may
include HTTP, Socks, FTP, Gopher, and the like. The use of
one or more web proxy servers is typically specified in the
user’s browser. Proxies may be specified using an IP address
as illustrated, or via a domain name as known by those of
skill in the art.

When laptop computer 36 is relocated to a subscriber’s
home, hotel, airport, etc., configuration settings 38 may be
incompatible with the remote or foreign network configu-
ration parameters, represented generally by reference
numeral 52. According to one embodiment of the present
invention, a configuration manager/adapter 50 is utilized to
detect configuration parameters 38 and translate or map
these parameters to appropriate network parameters 52 for
communication with the foreign network. The various con-
figuration adaptation functions performed by manager/
adapter 50 do not alter the settings of laptop computer 36 so
no additional changes are required when attempting to
reconnect to the home network. Configuration manager/
adapter 50 may be physically located near laptop computer
36 or may be remotely located at the network access
provider or network service provider, indicated generally by
reference numeral 56. The present invention is independent
of the particular location of the configuration manager.
Likewise, the present invention is independent of the par-
ticular communication parameters or protocols utilized.

Referring now to FIG. 2, an alternative arrangement for
use of a configuration manager/adapter 50 according to one
embodiment of the present invention is shown. This arrange-
ment may be utilized in a residential broadband cable
application. Devices 70 may communicate via a local area
network 72 with appropriate traffic routed through cable
modem 74 to access a wide area network. Cable modems
from various locations 74 communicate with a cable modem
termination system (CMTS) which acts as a concentrator or
multiplexor and performs various standardized processing
functions. The configuration manager 50 is placed between
CMTS 76 and the network service provider (NSP) 78 to
provide subscriber management and automatic configuration
adaptation. Depending upon the particular application and
implementation, configuration manager 50 may be posi-
tioned at various locations throughout the networks. Various
other implementations are described in U.S. provisional
application Ser. No. 60/111,497 filed on Dec. &8, 1998, and
U.S. application Ser. No. 09/041,534 filed Mar. 12, 1999, the
disclosures of which are hereby incorporated by reference in
their entirety.

FIG. 3 provides a system block diagram of a configuration
manager according to one embodiment of the present inven-
tion. In this embodiment, system 90 includes a micropro-
cessor or microcontroller 92 in communication with various
computer-readable storage media, such as non-volatile
memory 94 and random access memory (RAM) 96 via a
communications bus 98. Computer-readable storage media
94 and 96 include control logic 100 in the form of stored data
representing instructions executable by microcontroller 92
to perform various processing steps as described in greater
detail herein. Control logic 100 may include a real-time
operating system (RTOS) 102 which may be extended with
various software programs or algorithms 104 to provide the
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various features of the present invention. Non-volatile
memory 94 may also include configuration information 106
which is used to store configuration settings for particular
subscribers once determined by the configuration manager/
adapter for subsequent look-up.

Non-volatile memory 94 may be implemented by various
known memory devices including PROM, EPROM,
EEPROM, flash memory, and the like. Preferably, various
components stored in non-volatile memory 94 are trans-
ferred or copied to random access memory 96 to improve
processing speed. For example, RTOS 102 and one or more
algorithms 104 may be copied to RAM 96. Random access
memory 96 may also be used to store various other tempo-
rary information. For example, RAM 96 may include a
cache 108 to store data which is repeatedly requested by
subscribers. RAM 96 preferably includes a session database
110 which is used to store various communication and
processing parameters associated with a particular session so
that it may be quickly accessed as described in greater detail
below.

A host (subscriber or client) communicates with the
configuration manager via one of a plurality of host/
subscriber interfaces 112. Communication packets are
routed through RAM 96 and stored in appropriate packet
buffers 114 for processing. Packets are then communicated
to the foreign network via one or more network interfaces
116. Similarly, messages originating on the foreign network
pass through network interfaces 116 before being tempo-
rarily stored in packet buffers 114, processed, and transmit-
ted through subscriber interfaces 112 to the appropriate
subscriber (unless dropped as explained below). As illus-
trated in FIGS. 3 and 4, the processing features provided by
the present application are “in-line” with the data being
transmitted from the host to the foreign network. This allows
direct modification or manipulation of various packet infor-
mation without passing the packet up through the full
protocol stack.

An alternative system implementation for a configuration
manager/adapter according to one embodiment of the
present invention is illustrated in FIG. 4. System 118 may
include an application specific integrated circuit (ASIC) 120
for providing control logic to implement various features of
the present invention. ASIC 120 preferably includes storage
media 122 to provide non-volatile storage 124 and random
access or temporary storage 126. Configuration information
128 may be stored in non-volatile memory 124. Configura-
tion information may include information associated with a
particular subscriber so it does not have to be relearned the
next time the subscriber attempts to communicate over the
foreign network. Preferably, RAM 126 includes various
packet buffers 130 for temporary storage of packets being
communicated between host interfaces 132 and network
interfaces 134.

Ablock diagram illustrating system software architecture
for one embodiment of a configuration manager/adapter
according to the present invention is illustrated in FIG. 5. In
one preferred embodiment of the present invention, system
150 is implemented primarily in software. However, one of
ordinary skill in the art will recognize that various functions
may be implemented in software, hardware, or a combina-
tion of software and hardware without departing from the
spirit or scope of the present invention. Likewise, various
functions may be performed concurrently by one or more
processors to accomplish the objects and features of the
present invention using one or more processing strategies
including event-driven and condition-driven processing. As
will be appreciated by one of ordinary skill in the art, the
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sequence or order of processing may be different from that
illustrated depending upon the particular application and the
particular conditions existing at the time of execution.

System 150 may be used to extend the real-time operating
system (RTOS) without significantly modifying the RTOS.
In one embodiment, a commercially available RTOS, such
as VxWorks is utilized in conjunction with the software
architecture extensions illustrated in FIG. 5. System 150
utilizes a cooperative multiplexing protocol dispatcher 152
implemented below the network and transport layers of the
protocol stack. Packets transmitted by a client application of
a subscriber over physical media 154 are received by one of
the subscriber interfaces 156. The device level processing of
the received data signal is performed based on a particular
signaling format, i.c. Ethernet, ATM, FDDI, and the like.
Each packet is passed to block 160 which performs session
mapping functions as illustrated and described in greater
detail with reference to FIGS. 7-11. Dispatcher 152 actively
monitors all packets and uses various hooks to dynamically
select which packet to act on, rather than forwarding all
packets up through the RFC compliant TCP/IP protocol
stack 162. As such, a significant amount of the processing
tasks are performed below the protocols stack 162. Dis-
patcher 152 distributes packets based on frame type and
protocol. The modular architecture illustrated in FIG. §
facilitates the use of multiple processors for various pro-
cessing tasks. For example, these processing tasks may
include calculation of the cyclic redundancy check (CRC)
164, dynamic address translation 166, HTTP processing
168, FTP processing 170, DHCP processing 172, and DNS
processing 174. These processing functions are explained in
greater detail with reference to FIGS. 6-21.

Dispatcher 152 includes various ALG hooks or callback
functions to access various application level gateways 176.
This provides an extendable architecture with various point-
ers to functions depending on a particular session type.
Because dispatcher 152 is implemented below the TCP/IP
stack 162, it is able to selectively process packets faster and
more efficiently than implementations which perform such
functions at the application level.

FIG. 6 is a flowchart illustrating operation of a system or
method for dynamic address translation of packets received
by the subscriber interface of a configuration manager
according to one embodiment of the present invention.
When an initialization packet is received as represented by
block 200, the media access control (MAC) hardware
address associated with the packet is used to validate the
subscriber based on a customer database 204 and a store of
valid customer MAC addresses 203 as represented by block
202. For a valid address as indicated by block 205, user
activity is logged to provide accounting information as
represented by block 206. The packet is analyzed to deter-
mine whether it contains a DHCP request as represented by
block 208. Subscribers previously configured to utilize a
DHCP server receive appropriate configuration information
as represented by block 210. Such information may include
the IP address, gateway address, subnet mask, etc. as illus-
trated and described with reference to FIG. 1. This infor-
mation is assigned to the subscriber or user device as
represented by block 212. Normal processing of the packet
is then performed by block 214 and the process is completed
as represented by block 216. Although various communica-
tion configuration parameters are assigned to the subscriber
and may actually be stored on the subscriber’s computer, the
present invention has not actually modified the controlling
configuration parameter, i.e. whether to use a DHCP server
or not. As such, when the subscriber returns to her home
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network, the subscriber accesses the home DHCP server to
obtain the appropriate configuration parameters. Any con-
figuration changes are transparent to the subscriber and do
not require manual intervention.

For users which have a static IP address, i.e. messages
which do not contain a DHCP request as indicated by block
208, appropriate address translation or redirection is per-
formed as indicated by block 218. For example, the static IP
address contained in the subscriber packets is mapped to a
network IP address compatible with the particular subnet of
the configuration manager/adapter. To achieve this
functionality, the configuration manager must monitor all
packets to determine when to selectively perform address
translation, i.e. when the subscriber is mis-configured for the
foreign network. Processing then continues as illustrated
through blocks 214 and 216.

For initialization packets which do not have a valid MAC
address as represented by block 205, temporary configura-
tion information is provided as represented by block 220. A
subscription log-in page may be provided as represented by
block 222. A new user as indicated by block 224 is prompted
to create a user account as indicated by block 226. The
configuration information is then stored for future reference
as indicated by block 228. Processing then continues
through blocks 210, 212, 214 and 216 as described above.
For established users as determined by block 224, blocks
230 and 232 determine whether a valid log-in ID has been
entered. Then block 234 stores the MAC address for vali-
dated subscribers as represented by block 203 for subse-
quent connections to the foreign network. Processing then
continues with block 218 which performs any necessary
address translation or redirection as illustrated and described
in greater detail below.

FIGS. 7a and 7b provide a block diagram illustrating
dynamic address translation for packets received from the
subscriber interface of a configuration manager according to
one embodiment of the present invention. The received
packet is examined to determine if it contains a valid IP
checksum at 300. For packets containing a valid checksum,
block 302 determines whether it is a TCP packet. Block 304
then determines whether the destination port is a “well-
known” destination port. As recognized by those of skill in
the art, well-known ports may include those defined in
RFC1060 for SMTP, POP-3, Telnet, and the like. If the port
is recognized, block 306 determines whether the source
address is on the same subnet as the foreign network and
would therefore not necessarily require address translation.
As such, the present invention selectively performs address
translation on only those subscribers which require it.

Processing continues with block 308 which determines
whether the packet is an IP fragment. If not, block 310
attempts to determine the type of packet. Internet control
message protocol (ICMP) packets are processed as repre-
sented by block 312. TCP/UDP packets are examined at
block 314 to determine whether they include a valid check-
sum. Packets with an invalid checksum are dropped as
represented by block 336. If the packet type is not
recognized, the packet is passed to the next hook of the
dispatcher as represented by block 316.

If the source address of the packet is on the same subnet
as the foreign network as indicated by block 306, block 318
determines whether the packet has a proxy ARP (address
resolution protocol) entry. If not, an appropriate proxy ARP
entry is created as represented by block 320. Block 322
determines whether an application level gateway (ALG) is
required for additional processing. If required, the process-
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ing continues with block 308. If no special ALG processing
is required, the processing continues with block 324 which
sets the link layer source address to the network address. As
such, the present invention selectively translates those
addresses which are not appropriately configured for the
foreign network. Block 324 changes the source address such
that the packet appears to originate at the configuration
manager.

Block 326 examines the destination address to determine
whether it is on the same subnet as the foreign network.
Block 328 uses ARP to resolve the destination link layer
address for destinations on the same subnet. Block 330
obtains the appropriate network gateway address for desti-
nations which are on a different subnet than the configura-
tion manager processing the request. The packet is then
output on the network interface as represented by block 332.

For packets which are determined to be fragmented by
block 308, a fragment counter is updated as represented at
block 334 prior to the packet being dropped at 336. For
packets which are not fragmented and recognized as TCP/
UDP packets with a valid checksum indicated by block 314,
block 338 determines whether a session mapping exists. If
an entry exists in the session mapping table, block 340
determines whether the destination port of the session
matches the destination port of the packet. If the packet and
session destination ports do not match, the session mapping
is deleted at block 342 before creating a new session
mapping as indicated by block 344. As such, the present
invention utilizes a destination port as part of the session
mapping. Likewise, if the block 338 determines that session
mapping does not yet exist, a new session mapping is
created as represented by block 344. Once the session is
created as determined by block 346, processing continues
with block 340. If a session cannot be established, the packet
is dropped as indicated by block 336. For newly created
sessions, the session destination port is set equal to the
packet destination port and processing continues through
block 348 which determines whether an application level
gateway is required for additional processing.

Block 350 applies appropriate ALG processing when
required. Block 352 determines whether a request has been
received from the ALG to drop the current packet. When
such a request is received, the packet is dropped as indicated
by block 336. Otherwise, block 354 determines whether the
ALG changed the packet length. If the packet length is
modified by the ALG as indicated by block 354, the M block
lengths must be adjusted at block 356 prior to adjusting the
sequence number (for TCP packets) at block 358. If the ALG
does not modify the packet length, no additional IP modi-
fications are required and block 358 adjusts the sequence
number prior to processing by block 360. The message
source port is replaced with the session source port as
represented by block 360. As such, the IP session mapping
of the present invention preforms address and port transla-
tion. The port is utilized for messages received from the
network interface to map back through the session mapping
and be delivered to the appropriate subscriber as explained
in greater detail below.

After modification of the source address and source port,
the IP and UDP/TCP checksums must be recalculated as
represented by block 362. The status or state of the session
is then updated as represented by block 364. Preferably, the
session status is stored within a data structure in RAM as
illustrated in greater detail with reference to FIG. 9.

Block 366 examines the status parameter for the current
session to determine whether the session has been closed. If

EXHIBIT 9



Case 2:10-cv-00381-DDP-VBK Document1 Filed 01/19/10 Page 155 of 164 Page ID

#:155

US 6,857,009 B1

1

not closed, block 368 updates the session time stamp. The
present invention utilizes the time stamp to determine which
ports may be reused. If a TCP FIN (close) is received, the
port may be released immediately. Otherwise, a timeout
queue is utilized, such as illustrated and described with
reference to FIG. 12, for example. The link layer source
address is then changed from the subscriber’s address to the
configuration manager’s address at block 324. Block 326
determines whether the destination of the packet is on the
same subnet as the configuration manager. If so, block 328
uses ARP to resolve the destination link layer address.
Otherwise, the network gateway address is used as indicated
by block 330 prior to outputting the packet on the network
interface as indicated by block 332.

A detailed block diagram illustrating operation of a sys-
tem or method for performing dynamic address translation
of packets received from the network interface of a con-
figuration manager according to one embodiment of the
present invention is illustrated in FIGS. 8a and 8b. Block
380 determines whether a valid IP checksum is contained
within the packet received from the network interface. For
valid checksums, block 382 determines whether the IP
destination address matches the network IP address for the
configuration manager. Block 384 then passes the packet to
the network stack if the destination address matches the
network address. Otherwise, block 386 determines whether
the IP destination address corresponds to a subscriber IP
address. For appropriately addressed packets, block 388
determines whether the packet is a fragment. If so, a
fragment counter is updated as indicated by block 390 prior
to dropping the packet as represented by block 392.

If the destination address of the received packet does not
correspond to the subscriber address, block 394 determines
whether the destination address is a proxied address. If not,
the packet is dropped as represented by block 392. For
proxied addresses, block 396 modifies the packet to comply
with the appropriate frame type, e.g. Ethernet. Block 398
updates the session time stamp which is used to determine
when the particular port can be reused by another session as
explained in greater detail with reference to FIGS. 9-12.
Block 400 performs an appropriate address and port
translation, i.e. translates the destination address received
from the network interface to an appropriate subscriber
destination address based on the session mapping. Likewise,
the port address is translated based on the session mapping.

The session state indicator is updated if necessary as
represented by block 402. The TCP/UDP and IP header
checksums are recalculated at block 404 because of the
modification to the packet which occurred at block 400. The
packet is then output on the subscriber interface as repre-
sented by block 406.

For packets having a destination IP address which
matches a subscriber IP address and which are not fragments
as determined by blocks 386 and 388, the packet type is
determined by block 408. The packet is passed to the next
hook of the dispatcher as indicated by block 410 unless the
packet type is identified as an ICMP or TCP/UDP packet.
ICMP packets are processed as represented by block 412.
TCP/UDP packets are examined for a valid checksum at
block 414. Packets with invalid checksums are dropped as
represented by block 392. Block 416 determines whether a
session mapping exists for valid TCP/UDP packets. If no
session mapping eXists, the packet is dropped as indicated by
block 392. Otherwise, the packet is examined to determine
whether the destination port corresponds to the session
destination port at block 418. If the ports do not match, the
packet is dropped as indicated by block 392. Otherwise, an
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appropriate acknowledgment is returned to the source
address as represented by block 420 to acknowledge receipt
of the packet. The acknowledgment number may have to be
adjusted based on information stored in the session mapping
tables.

Block 422 determines whether ALG processing is
required. If required, the appropriate ALG is called as
represented by block 424. The ALG determines whether the
packet should be dropped as indicated by block 392, or
processed through blocks 398—406 where it is output on the
subscriber interface. Likewise, if no ALG processing is
required as indicated by block 422, the packet is processed
in accordance with blocks 398-406 as described above.

Thus, the present invention utilizes selective address and
port translation to allow any IP address transmitted by a
subscriber to become a valid internal IP address for the
foreign network without manual user intervention. Multiple
subscriber clients can communicate even though each IP
address may correspond to a different subnet. Because the
functions illustrated in FIGS. 7a¢-7b and 8a-8b are per-
formed as an extension of the RTOS in-line with the data, the
present invention provides a scalable approach which is
capable of handling several thousand concurrent sessions
originating from thousands of subscriber clients. The
extended RTOS operates below a traditional RFC compliant
protocol stack which further improves efficiency and
throughput compared to a traditional socket-based approach.

FIG. 9 illustrates a data structure for tracking various
parameters associated with a particular session. Because of
the large number of concurrent sessions which may be active
and the number of communication and processing param-
eters associated with each session, the present invention
incorporates a search strategy which attempts to minimize
the number of searches necessary to locate session param-
eters based on packets received from the subscriber interface
or the network interface. The data structure, indicated gen-
erally by reference numeral 440, is preferably accessed via
a first table 442 from the subscriber side of the configuration
manager/adapter and accessed from a second table or array
448 from the network side of the configuration manager/
adapter. In one embodiment, table 442 is a hashed table
keyed on the MAC address of the subscriber and the
subscriber port.

The advantages of the present invention in terms of
searching efficiencies are illustrated and described with
reference to, FIGS. 10 and 11. The present invention utilizes
a hashed table to locate parameters associated with a par-
ticular session rather than a Patricia tree algorithm. As
known by those of skill in the art, a Patricia tree is a well
known searching strategy or algorithm commonly used in
routing applications to determine the next hop based on a
particular packet. The Patricia tree is particularly suited for
large networks and has good scalability since the number of
searches increases as a log function of the number of nodes.
However, a hashed table with an appropriately selected
hashing function provides a more efficient search algorithm
for smaller scale implementations. In one embodiment of the
present invention, hashed table 442 includes 131,072 (128K)
slots. The hashed table 442 uses a linked list to access the
session data structure indicated generally by reference
numeral 446. To provide a unique key, the present invention
utilizes at least a portion of a link layer attribute, such as the
MAC address of the subscriber. Various portions of the
MAC address which are common to many network interface
cards (NICs) are excluded from the hashing function to
increase the uniqueness of the key. For example, the MAC
address is specified to include various fields associated with
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the manufacturer, product line, type, and serial number of
the NIC card. As such, it is more desirable to use a unique
portion, such as the serial number, than a common portion,
such as the manufacturer code, in the hashing function. In
one embodiment, the hashing function utilizes a portion of
the MAC address, the protocol (TCP or IP) and the source
port number to generate a key. In addition to the serial
number, a randomized vendor code (part of the MAC
address) may also be utilized. The uniqueness of the key
generated by the hashing function directly affects the effi-
ciency of the search. As such, it is desirable to devise a
hashing function which generates unique keys such as
accomplished by the present invention.

As also illustrated in FIG. 9, an indexed array or linear list
448 is used to access the session data structure for packets
originating on the network side of the configuration man-
ager. In one embodiment of the present invention, linear list
448 includes 65,536 (64K) possible slots or entries. Each
entry 450 of the indexed array includes fields 428, 430 for
pointers indicating the next and previous locations of the list,
respectively. Field 432 is used to store the network port for
port translation. A pointer to the session, represented by
reference numeral 434, is used to index into the session data
structure 446. Field 436 indicates that the net port is free or
available for use.

Each session data structure 446 includes a number of
fields or entries represented by reference numerals 454—486.
Each session data structure includes links to the next 454 and
previous 456 entries in the session linked list. In addition,
the transport protocol, MAC address, IP address and port of
the subscriber are stored as represented by blocks 458—464.
The original subscriber’s destination port which corresponds
to the port prior to translation is stored in entry 466. The
mapped IP address 468 and mapped network port 470 are
used to adapt the subscriber’s configuration (IP address and
port) to an appropriate address and port for communication
over the foreign network. The current session state is also
stored as indicated by reference numeral 472.

The sequence number and acknowledgment number for
the subscriber are entered in fields 474 and 476, respectively.
A sequence number delta or modification value is stored in
field 478. The sequence number delta is used to modify the
TCP sequence information between the subscriber and the
foreign network to maintain appropriate end-to-end connec-
tion semantics as explained in greater detail below. Slot 480
is used to store the previous value for the subscriber
sequence number delta. An ALG pointer is provided to link
an ALG information list 490 to a particular session. As
indicated, ALG linked list 490 exists in a one-to-many
relationship with respect to the ALG pointer 482, i.e. many
sessions may be linked to the same ALG data structure 490.
Session specific ALG data 510 is associated with a particular
session via slot 484. A time stamp slot 486 records an
absolute time indicating the last time the session was active,
i.e. used to transmit or receive any packets. The time stamp
may be used to identify the oldest session so that the
associated port may be reused. Any sessions which are
closed can be used to immediately release the associated
port. Thus, the present invention preferably does not expend
overhead to proactively clean the tables or data structures.
Rather, ports are reused based on the oldest absolute time, or
based on ports which are explicitly released as a result of a
closed session, for example when a TCP FIN packet is
received.

An ALG information list 490 is associated with one or
more sessions as described above. Each ALG data structure
may include various fields represented by entries 492—-508.
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In particular, structure 490 preferably includes pointers
linking the next 492 and previous 494 entries in the ALG list.
Entry 496 provides for storage of the ALG identifier or
name. The ALG protocol and application are stored in
entries 498 and 500, respectively. Preferably, data structure
490 includes separate packet hooks 502 and 504 for packets
received via the subscriber interface and network interface,
respectively. Entry 506 provides an additional hook which
may be used to link the ALG to various other applications.
A shut down hook 508 is used to terminate execution of the
ALG fif required.

FIG. 10 provides a table of the average number of
searches required for various combinations of sessions and
slots in a hashed table with an appropriate hashing function
as described above. The last column indicates the average
number of searches which would be required for a Patricia
tree search algorithm. This information is presented graphi-
cally in FIG. 11. As can be seen from FIGS. 10 and 11, the
hashed table and hashing function in accordance with the
present invention provide a more efficient search algorithm
for smaller scale implementations than the more traditional
Patricia tree which is commonly used with routing applica-
tions. Of course, various other implementations of hashing
functions and/or searching algorithms may be utilized with
various other aspects of the present invention.

FIG. 12 illustrates a data structure which can be used in
accordance with the present invention as a timeout queue.
Data structure 520 includes fields or entries 522-530 which
are used to track the time 522 that a particular job was added
to the queue, the number of ticks or time units beyond the
initial time available to process the current job 524, and the
number of times to process this job 526. In addition, a
pointer 528 indicates location of the function to process a
particular job while entry 530 stores the data to be passed to
the function processing the job. Timeout queue 520 may be
used by a variety of processing functions of the present
invention. For example, the timeout queue is preferably used
to reduce overhead otherwise associated with maintaining
the session mapping table. Rather than actively cleaning up
the table to eliminate inactive sessions to accommodate new
session mappings, the oldest sessions (based on time stamp)
are reused as necessary.

Referring now to FIG. 13, a flowchart illustrating opera-
tion of a system or method for protocol proxy processing in
a configuration manager/adapter according to one embodi-
ment of the present invention is shown. Block 550 in FIG.
13 determines whether the subscriber is proxied, i.e. whether
the client browser or other application is configured to use
a proxy server. Block 550 accesses the subscriber database
to determine whether the proxy status of a particular sub-
scriber was previously determined and stored. If the proxy
status is unknown, block 552 examines the packet to deter-
mine whether it is a DNS request. This is necessary to
automatically accommodate browsers which are preconfig-
ured with a proxy host name rather than an IP address. If the
browser is configured to connect to a proxy server by name,
the first request from the browser when trying to connect to
an HTTP server will be a DNS request for the proxy server
name to determine the associated IP address. Block 554
attempts to resolve the DNS request. If the preconfigured
proxy server name is not publicly available, the DNS server
will return an error, or nothing will be returned and the
process will timeout. In this case, the DNS request is not
resolvable. Until the subscriber’s proxy configuration is
known, all DNS responses should be examined to detect a
failure or timeout. Either condition results in the configu-
ration manager returning its own IP address as represented
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by block 556. Thus, the configuration manager has resolved
the DNS request using its own IP address and is therefore
acting as the otherwise unreachable preconfigured proxy
server. For proper operation, any timeout failure for the
configuration manager should be less than the corresponding
timeout of the client browser and should be configured to
allow for slow links. If the configuration manager times-out
but then subsequently receives a reply to the DNS request
which resolves the address, the connection can be reset and
the actual IP address passed to the subscriber.

The configuration manager returns its own IP address to
resolve the DNS request for a proxy server only until the
proxy status can be established. Once the proxy configura-
tion of the browser or other application program is deter-
mined and stored in the subscriber database, additional DNS
requests are not resolved by the configuration manager
(unless employing redirection as described below). The
DNS request which is resolved as represented by block 556
is returned with a duration of zero such that any subsequent
HTTP requests by the client browser will also be preceded
by a DNS request to again resolve the proxy address. These
subsequent DNS requests will not be resolved by the con-
figuration manager because the proxy configuration has been
previously determined and stored. Rather, these DNS
requests are relayed by the configuration manager/adapter to
the server which responded to the previous DNS request.

If the DNS request is resolvable to the actual pre-
configured proxy server, then the actual DNS result may be
relayed back to the browser as represented by block 557.
Once the IP address has been resolved, a connection is
established between the subscriber and the configuration
manager as represented by block 558. The packet is then
examined to determine if a well-known destination port is
being used as represented by block 560. If a well-known port
is being used, a connection reset request is sent as indicated
by block 562. Otherwise, the packet contents or payload
must be examined to determine if the HTTP request is a
proxy request as indicated by blocks 564 and 566. If a proxy
request is detected, the proxy status of the subscriber is
updated in the subscriber database as represented by block
568. The configuration manager then acts as the proxy and
modifies the packet to change the proxy request to a standard
unproxied or direct request with an appropriate IP address as
represented by block 570. The configuration manager then
establishes a connection with the origin server, and splices
the connection from the subscriber to the origin server as
represented by block 572 and explained below.

Rather than maintain two separate connections between
the subscriber and configuration manager, and between the
configuration manager and the origin server, the connections
are spliced to form a single end-to-end connection. Rather
than utilizing a known splicing technique which essentially
short circuits TCP sockets without going through the appli-
cation buffer, the present invention operates below the
protocol stack on top of the link layer between the routing
and network layers to directly manipulate the packets and
forward them between the subscriber and the origin server.
That is, the present invention directly manipulates the packet
headers to modify or adjust the sequencing, checksums, and
CRC data while essentially transferring additional transport
layer semantics to the end-points, i.e. the subscriber and the
origin server. By avoiding the use of socket connections, the
present invention requires fewer resources for the file
system, buffers, etc. and is capable of operating with a
resource-limited operating system.

If the proxy configuration has been previously determined
and stored in the subscriber information database, block 550
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proceeds to block 570 or block 572. For users configured to
use a proxy server, the proxy request is modified by block
570 prior to connecting to the origin server and splicing the
connections as described above. Likewise, if the subscriber
is not configured to use a proxy server, no manipulation of
the packet is required. However, proxy use may be required
by the access provider as a means to improve security or
performance. In this case, a direct request from the sub-
scriber will be modified to use the proxy server specified by
the access provider. For subscribers configured to use a
proxy server, proxy requests may be directed to the proxy
server specified by the access provider whether or not the
originally specified proxy server is available or not. A
connection to the origin server is then established and the
connections are spliced as indicated by blocks 572 and 574.

Referring now to FIG. 14, an alternative representation of
a proxy determination algorithm for use in a configuration
manager/adapter according to one embodiment of the
present invention is shown. After establishing a connection
between the subscriber and the configuration manager, the
configuration manager must examine the contents or pay-
load of the packet to determine whether an HTTP proxy
request (or other proxy request) is contained therein. Block
580 examines the first line of data to determine whether it
contains a method, request, and HTTP version information.
If not, nothing is returned as represented by block 584.
Otherwise, block 582 examines the request URI to deter-
mine whether it is an absolute URI. If not, nothing is
returned as indicated by block 584. Otherwise, the method
information is examined as represented by block 586. If the
method information is not recognized, an appropriate mes-
sage is returned as represented by block 590. Otherwise, the
method, absolute URI, and HTTP version are returned as
indicated by block 588.

A more detailed representation of HT'TP proxy processing
for packets received through the subscriber interface is
provided by FIGS. 15a—11c. FIGS. 15a—15¢ provide a more
detailed illustration and description of the operations per-
formed by block 372 of FIG. 7b and provide an alternate
representation of the functions illustrated in FIG. 13.

Block 600 determines whether the subscriber has previ-
ously been determined to be using a proxy server. If the
proxy status for the subscriber is unknown or determined to
be yes, block 602 examines the destination port to determine
whether it is a proxy port. If the result is negative, processing
continues as represented by block 622. Otherwise, or if the
proxy status is unknown, block 604 determines whether any
session mapping has been established. If yes, block 606
determines whether to reset the connection, in which case
the session state is set to close as represented by block 608
and the packet is caused to be dropped as represented by
block 610. Otherwise, the session state is examined at 612
to determine subsequent processing as represented by blocks
614, 616, 618, 620, and 622. If a SYN (synchronization
request) has been received as reflected by the session state,
block 614 determines whether an acknowledgment (ACK)
has been received. The acknowledgment is then examined
for a proper value as represented by block 624. If an
appropriate acknowledgment is received, the session state is
changed to “established” as represented by block 628.
Otherwise, a connection reset is sent to the subscriber and
the session state is changed to “closed” as represented by
block 630. Similarly, if no acknowledgment and no syn-
chronization have been received as indicated by blocks 614
and 626, respectively, the connection is reset and the session
state is closed. Otherwise, block 632 determines whether the
acknowledgment is greater than a maximum value, in which
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case a packet drop is requested as represented by block 610.
If the maximum is not exceeded, block 676 sends a SYN/
ACK to the subscriber and updates the session state appro-
priately.

Session state FIN  WAIT1 is used to accommodate slow
links in resolving DNS requests. Block 616 detects the state
transition to the first wait state. Any errors are removed from
the retransmit queue and the session state is changed to the
second wait state (FIN_WAIT2) as represented by block
634. Otherwise, a connection reset is sent to the subscriber
and the session is closed as represented by block 636.

Likewise, in the second wait state as determined by block
618, if a FIN is not received, a subscriber reset is generated
as indicated by block 636. If a FIN is received, an appro-
priate acknowledgment as represented by block 638 is sent.
The session mapping is subsequently removed as repre-
sented by block 640.

For an established HT'TP connection as indicated by block
620 (FIG. 15c¢), block 642 determines whether the packet
includes a proxy request as explained in greater detail with
reference to FIGS. 13 and 14. If not, the subscriber database
entry is updated to indicate that the HTTP proxy is not being
used as represented by block 644 (FIG. 15b). A reply is
generated to redirect the subscriber to the origin server with
an appropriate reply in the retransmit queue as represented
by blocks 646 and 648.

If a proxy request is detected by block 642 (FIG. 15c¢), a
session ALG is called to process the proxy request and the
subscriber database is updated for this subscriber. If the
packet contains a DNS name as represented by block 652, an
attempt to resolve the host name is performed as indicated
by block 654. Otherwise, the destination IP address is set to
the URL and the packet is stored as represented by blocks
656 and 664, respectively. Likewise, if block 654 is able to
resolve the host name, a packet is stored with the destination
IP address as resolved by the DNS and the package is stored
as represented by block 664. Otherwise, an error response is
generated and the session state is updated with an appropri-
ate error response placed in the retransmission queue as
represented by blocks 658 and 660. Once the packet is
stored, blocks 666 and 668 attempt to establish a connection
with the origin server using the resolved destination IP
address.

If a session mapping has not been created as determined
by block 604 (FIG. 154), and a SYN has been received as
indicated by block 670, a session mapping is created with
the proxy status set to “unknown” as represented by block
672. Once the session has been created as indicated by block
674, an appropriate SYN/ACK is sent over the subscriber
interface and the session state is appropriately updated as
indicated by blocks 674 and 676. For established sessions
which are not HTTP sessions as indicated by block 620
(FIG. 15c¢), block 662 changes the destination IP address to
the packet destination IP address. The packet is then stored
as indicated by block 664. A connection with the origin
server is then established as indicated by blocks 666 and
668.

A block diagram illustrating a HTTP proxy ALG for
packets received from the network interface is illustrated in
FIG. 16. This diagram represents a state transition diagram
for the server state as indicated by block 680. Depending
upon the particular state, processing proceeds via blocks
682, 684, and 686. For the SYN_ SENT state, block 682
determines whether a SYN/ACK packet has been received.
If such packet has not been received, or the acknowledgment
is not valid as indicated by block 684, then the connection
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between the origin server and the configuration manager is
reset as indicated by block 692. A drop request is then
returned by block 690. If a valid acknowledgment is
received, block 686 forwards the acknowledgment to the
subscriber side via the subscriber interface and updates the
server state to “established.” The stored packet is then sent
as represented by block 688.

For the “established” state, block 684 determines whether
an HTTP packet has been received. If so, the response
received from the origin server is appropriately modified
prior to sending to the subscriber via the subscriber interface
as indicated by block 694. The server state is then updated
to “spliced.” The appropriate response is then placed in the
retransmit queue as indicated by block 696 prior to returning
a drop request at block 690.

If a packet is not an HTTP packet, the server state is
updated to “spliced” as indicated by block 698 and the ALG
returns a “continue” as indicated by block 686. Once the
connection is spliced, the server state is set accordingly and
additional requests are not processed by the ALG.

FIG. 17 provides a transaction diagram to illustrate a
typical HTTP proxy request processed by a configuration
manager/adapter according to one embodiment of the
present invention. The HTTP proxy request originates from
an appropriate application, such as a browser running on
subscriber 710. A synchronization (SYN) request is gener-
ated by subscriber 710 and passed to configuration manager
714 via the subscriber interface (not specifically illustrated).
The SYN packet includes the subscriber’s sequence number
which is 4000 in this example as represented by reference
numeral 716. Configuration manager 714 replies with an
ACK/SYN packet with an acknowledgment of 4001 and its
sequence number which is 1 in this example as represented
by reference numeral 718. The reply is generated by con-
figuration manager 714 and passed to subscriber 710 via the
subscriber interface of configuration manager 714.

Subscriber 710 then responds with an ACK packet 720
and an HTTP proxy request 722 having an ACK value of 2
and sequence value of 4001. Configuration manager 714
then attempts to establish a connection with the web/proxy
server 712 over the foreign network via the network inter-
face of the configuration manager 714. The original
sequence number generated by subscriber 710 is used in the
synchronization request to the web/proxy server 712 as
represented by reference numeral 724. Server 712 responds
with an ACK/SYN packet having its sequence number (5000
in this example) and an acknowledgment number corre-
sponding to the sequence number of the synchronization
request as indicated at 726. Configuration manager 714
generates an appropriate ACK packet to reply to server 712
as indicated at 728 to establish the connection. Configura-
tion manager 714 then modifies the HTTP proxy request 722
to an HTTP request with the established acknowledgment
and sequence numbers as represented by reference numeral
730. Server 712 replies to configuration manager 714 with
an HTTP response 732 which is forwarded as an HTTP
proxy response from configuration manager 714 to sub-
scriber 710 as indicated at 734. This is followed by HTTP
data 736 which is forwarded at 738 to subscriber 710. The
connection between proxy server 712 and configuration
manager 714 is closed by the request 740. The connection
between the configuration manager 714 and subscriber 710
is then closed via an appropriate request 742.

The separate connections between subscriber 710 and
configuration manager 714, and between configuration man-
ager 714 and server 712 may be spliced to reduce or
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eliminate processing by configuration manager 714. Accord-
ing to the present invention, the connection is preferably
spliced by directly manipulating the packet without having
to copy its contents or payload. For example, the sequence
numbers, SYNs and ACKs, may be manipulated with cor-
responding adjustments (and padding if necessary) to the
checksum and CRC so subscriber 710 maintains a single
connection with server 712.

FIGS. 18 and 19 provide more detailed representations of
a DNS ALG for use with a configuration manager according
to one embodiment of the present invention. The DNS ALG
may be used to determine the proxy configuration settings as
described above. Alternatively, or in combination, the DNS
ALG illustrated in FIGS. 18 and 19 may be used for DNS
redirection. For example, subscribers may be configured to
utilize a DNS server having a private IP address and/or
located behind an enterprise firewall. Alternatively, the
requested domain name server may be a significant number
of hops from the foreign network resulting in a slow
response time when network traffic is high. The DNS
redirection of the present invention receives a DNS request
from the subscriber and changes the request to a local DNS
server to attempt to resolve the domain name rather than the
requested, possibly (likely) unavailable server. This differs
slightly from the proxy detection method which may resolve
the DNS request to the configuration manager’s own IP
address to determine the proxy configuration of the sub-
scriber. In particular, if DNS redirection is enabled, all DNS
requests are redirected to DNS servers which are local to the
foreign network.

FIG. 18 illustrates processing of a packet received via the
subscriber interface of the configuration manager. Block 760
determines whether there is DNS information in the session
table for the current session. If not, block 762 allocates new
DNS information and associates it with the current session.
The requested DNS IP address is stored and a counter is
initialized. Block 764 examines the counter to determine if
it has exceeded a maximum value. If not, the IP address is
changed to a first local DNS server address as indicated by
block 768. The packet is then sent out over the network
interface as represented by block 776. If all local DNS
servers have been exhausted, i.e. the DNS counter exceeds
the maximum, block 770 determines whether the subscriber
is using a proxy server based on information stored in the
subscriber database. If unknown, the DNS request is placed
in a timeout queue as indicated by block 772. If the request
is not answered, or answered in the negative, the DNS
request may be resolved with the IP address of the configu-
ration manager to determine the proxy settings as described
above.

Once the proxy status has been determined and stored in
the subscriber database, block 774 attempts to resolve the
address using a local server. The IP destination address is
changed to the address for the current attempt and the
counter is incremented. The packet is then sent over the
network interface as represented by block 776.

Referring now to FIG. 19, packets received via the
network interface are examined to determine whether DNS
information for the current session exists at block 790. If not,
no action is taken and the process completes as indicated by
block 802. If DNS information exists for the current session,
block 792 determines whether the subscriber proxy settings
are known by examining a corresponding entry in the
subscriber database. If the status is unknown, block 794
removes the DNS request from the timeout queue and block
796 determines whether a negative response to the DNS
request has been received. If a negative response is received,
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or if the request times out, the IP source address is changed
to the IP address of the configuration manager of block 800.
Otherwise, the local DNS request was successful and the IP
source address is changed to the local DNS server as
indicated at 798. The processing then continues via block
802.

FIG. 20 provides a block diagram illustrating operation of
a generic service redirector according to one embodiment of
the present invention. Redirection may be provided for a
variety of services including DNS, SMTP, and the like.
Subscriber 820 is connected to a first network, such as home
LAN 822. Subscriber 820 communicates with one or more
servers to provide local (home) services as represented by
block 826. Such services may include SMTP for email
transactions, DNS, and the like. As illustrated in FIG. 20, the
servers providing local service may be located on home
LAN 822 which is protected by an enterprise firewall 824.
Alternatively, service may be provided by servers located at
the NSP, or available over a wide area network, such as the
Internet, as represented by block 832. In either case, sub-
scriber 820 is preconfigured to access a particular service by
IP address or domain name. To access alternate service 832,
subscriber 820 may communicate across home LAN 822,
through firewall 824 and router 828.

When subscriber 820 moves to a remote location which is
serviced by foreign LAN 836, the preconfigured service or
servers may be unavailable or provide poor response due to
the network traffic and location of the servers. In addition,
various network service providers may prevent access to
services from a foreign network. For example, many ISPs
prevent access to the SMTP server from an unregistered
network address because SMTP does not have built-in
authentication and authorization features. This may be
enforced to prevent, or at least hinder, spoofing, for example.
As such, when subscriber 820 relocates to foreign LAN 836,
SMTP service may not be available even though the home
SMTP server is publicly addressable.

To provide complete transparency to the subscriber 8§20
while interfacing with the foreign LAN 836, the present
invention may redirect various service requests to a substi-
tute local service as represented by 840. As such, configu-
ration manager/adapter 838 receives a request for a precon-
figured service as represented by 842. Configuration
manager 838 redirects the request to a local server which can
service the request. In the case of an SMTP request, the
source address of the subscriber 820 is preferably main-
tained such that any replies are routed back to the home
LAN 822 of subscriber 820. However, outbound traffic is
redirected to a local substitute service 840 which then directs
the messages to their final destination as specified by sub-
scriber 820. Depending upon the particular application, the
substitute local service 840 may be integrated within con-
figuration manager/adapter 838.

FIG. 21 illustrates an FTP proxy ALG according to one
embodiment of the present invention. The FTP proxy ALG
functions in a similar manner to the HTTP proxy processing
as described in detail above. FTP commands proxied
through an HTTP browser are sent as HI'TP requests. As
such, to determine whether a particular packet contains an
FTP proxy request, a connection must first be established
between the configuration manager/adapter and the sub-
scriber. An additional complicating feature of the FTP proxy
is that FTP provides for an active mode transfer in which the
host opens a new connection to the user or subscriber for
each FTP file request. As such, multiple sessions are created
for data channels which must be processed by the FTP ALG.
A passive FTP mode is also provided in which the control
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channel is also used to transfer data. As such, it is necessary
only to modify the header of any packets and not the content.

As illustrated in FIG. 21, a connection between the
subscriber and configuration manager/adapter is established
as indicated by block 850. The content of the data is
examined to determine whether the request is a FTP proxy
request as represented by block 852. The configuration
manager/adapter attempts to establish a connection with the
requested FTP server as represented by block 854. Once
established, FTP commands contained within the packet are
extracted and forwarded to the FTP server as represented by
block 856. Rather than incur the additional overhead to
maintain two separate connections between the subscriber
and the configuration manager, and between the configura-
tion manager and the FTP server, the connection is prefer-
ably patched or spliced as represented by block 858 to
improve throughput. As described above, this requires direct
manipulation or modification of the header information,
including the sequencing, and forwarding the packet to the
intended destination.

Thus, the present invention provides a subscriber trans-
parent access to a foreign network using a configuration
manager/adapter which adapts the subscriber to the foreign
network without making any changes to the subscriber’s
settings which would require user intervention to reconnect
to a home network. The configuration manager/adapter of
the present invention selectively determines whether a par-
ticular communication parameter or service request needs to
be adapted and may only process those requests which are
mis-configured to minimize processing overhead. By oper-
ating below the protocol stack, the present invention pro-
vides improved processing efficiency and greater throughput
in a scalable architecture capable of multiple thousands of
concurrent sessions.

While embodiments of the invention have been illustrated
and described, it is not intended that these embodiments
illustrate and describe all possible forms of the invention.
Rather, the words used in the specification are words of
description rather than limitation, and it is understood that
various changes may be made without departing from the
spirit and scope of the invention.

What is claimed is:

1. A method for providing connectivity to a foreign
network for a device having network settings configured for
communication over a home network without reconfiguring
the network settings of the device, the method comprising:

intercepting packets transmitted by the device;

selectively modifying intercepted packets which are
incompatible with network settings configured for
communication over the foreign network to be com-
patible with the network settings configured for com-
munication over the foreign network, wherein the net-
work settings configured for communication over the
home and foreign networks include respective IP
addresses, gateway addresses, subnet masks, DNS
addresses, and protocol proxies; and

selectively providing network services for the device
corresponding to network services available on the
home network to reduce delay associated with access-
ing the network services from the foreign network, or
to provide network services otherwise inaccessible
from the foreign networks wherein selectively provid-
ing network services comprises providing a proxy
service which includes resolving a domain name to an
address;

wherein resolving a domain name to an address includes;
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establishing a connection between the device and a
configuration adapter in order for the configuration
adapter to intercept packets transmitted by the
device;

examining contents of the intercepted packets to iden-
tify a domain name;

resolving the domain name to an address;

establishing a connection between the configuration
adapter and a computer at the address corresponding
to the domain name; and

splicing the connections between the device and the
configuration adapter, and between the configuration
adapter and the computer, to form a single connec-
tion between the device and the computer such that
the device and the computer communicate packets
with each other over the single connection without
the network settings of the device being reconfig-
ured.

2. The method of claim 1 wherein the proxy service
comprises a hypertext transfer protocol proxy service.

3. The method of claim 1 wherein the proxy service
comprises a file transfer protocol proxy service.

4. The method of claim 1 wherein resolving a domain
name to an address comprises:

attempting to resolve the domain name to an address

using a domain name server accessible from the foreign

network; and

resolving the domain name to an address corresponding to

a configuration adapter after a predetermined timeout

period expires, or if domain name servers accessible

from the foreign network can not resolve the domain
name.

5. The method of claim 1 wherein splicing the connec-
tions comprises directly modifying subsequently intercepted
packets without copying the packet payload.

6. The method of claim 1 wherein resolving the domain
name to an address comprises using a domain name server
accessible from the foreign network.

7. The method of claim 1 wherein resolving the domain
name to an address comprises:

resolving the domain name to an address using a domain

name server;,

attempting to establish a connection with the computer at

the address corresponding to the domain name;

resolving the domain name to an address corresponding to
the configuration adapter after expiration of a prede-
termined timeout period;

wherein the step of splicing is performed after receiving

a delayed response from the computer at the address

corresponding to the domain name.

8. The method of claim 1 wherein selectively providing
network services comprises providing an outgoing email
service.

9. The method of claim 8 wherein providing an outgoing
email service comprises modifying intercepted simple mail
transport protocol (SMTP) packets to redirect the inter-
cepted SMTP packets to an SMTP server on the foreign
network.

10. The method of claim 8 wherein providing an outgoing
email service comprises modifying intercepted simple mail
transport protocol (SMTP) packets to redirect the inter-
cepted SMTP packets to an SMTP server on the foreign
network without modifying the source address of the SMTP
packet packets.

11. The method of claim 1 wherein selectively providing
network services comprises redirecting domain name ser-
vice requests to a local domain name server for the foreign
network.
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12. Apparatus for providing connectivity to a foreign
network for a device having network settings configured for
communication over a home network without reconfiguring
the network settings of the device, the apparatus comprising:

means for intercepting packets transmitted by the device;

means for selectively modifying intercepted packets
which are incompatible with network settings config-
ured for communication over the foreign network to be
compatible with the network settings of configured for
communication over the foreign network, wherein the
network settings configured for communication over
the home and foreign networks include respective IP
addresses, gateway addresses, subnet masks, DNS
addresses, and protocol proxies; and

means for selectively providing network services for the

device corresponding to network services available on
the home network to reduce delay associated with
accessing the network services from the foreign
network, or to provide network services otherwise
inaccessible from the foreign network;

wherein the means for selectively providing network

services comprises means for providing a proxy ser-
vice;

wherein the means for providing a proxy service com-

prises means for resolving a domain name to an
address;

wherein the means for resolving a domain name to an

address includes;

means for establishing a connection between the device

and a configuration adapter in order for the configura-
tion adapter to intercept packets transmitted by the
device;

means for examining contents of the intercepted packets

to identify a domain name;

means for resolving the domain name to an address;

means for establishing a connection between the configu-

ration adapter and a computer at the address corre-
sponding to the domain name; and

means for splicing the connections between the device

and the configuration adapter, and between the con-
figuration adapter and the computer, to form a single
connection between the device and the computer such
that the device and the computer communicate packets
with each other over the single connection without the
network settings of the device being reconfigured.

13. The apparatus of claim 12 wherein the proxy service
comprises a hypertext transfer protocol proxy service.

14. The apparatus of claim 12 wherein the proxy service
comprises a file transfer protocol proxy service.

15. The apparatus of claim 12 wherein the means for
resolving a domain name to an address comprises:

means for attempting to resolve the domain name to an

address using a domain name server accessible from
the foreign network; and

means for resolving the domain name to an address

corresponding to the configuration adapter after a pre-
determined timeout period expires, or if the domain
name servers accessible from the foreign network can
not resolve the domain name.

16. The apparatus of claim 12 wherein the means for
splicing the connections comprises means for directly modi-
fying subsequently intercepted packets without copying the
packet payload.

17. The apparatus of claims 12 wherein the means for
resolving the domain name to an address comprises means
for using a domain name server accessible from the foreign
network.
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18. The apparatus of claim 12 wherein the means for
resolving the domain name to an address comprises:
means for resolving the domain name to an address using
a domain name server;

means for attempting to establish a connection with the
computer at the address corresponding to the domain
name;

means for resolving the domain name to an address

corresponding to the configuration adapter after expi-
ration of a predetermined timeout period;

wherein the means for splicing performs the splicing only

after receiving a delayed response from the computer at
the address corresponding to the domain name.

19. The apparatus of claim 12 wherein the means for
selectively providing network services comprises means for
providing an outgoing email service.

20. The apparatus of claim 19 wherein the means for
providing an outgoing email service comprises means for
modifying intercepted simple mail transport protocol
(SMTP) packets to redirect the intercepted SMTP packets to
an SMTP server on the foreign network.

21. The apparatus of claim 19 wherein the means for
providing an outgoing email service comprises means for
modifying intercepted simple mail transport protocol
(SMTP) packets to redirect the intercepted SMTP packets to
an SMTP server on the foreign network without modifying
the source address of the SMTP packets.

22. The apparatus of claim 12 wherein the means for
selectively providing network services comprises means for
redirecting domain name service requests to a local domain
name server for the foreign network to improve response
time.

23. A configuration adapter for providing connectivity to
a foreign network for a device having network settings
configured for communication over a home network without
reconfiguring the network settings of the device, the con-
figuration adapter comprising:

at least one network interface for connecting to the

foreign network; and
a processor in communication with the network interface,
the processor intercepting packets transmitted by the
device, selectively modifying intercepted packets
which are incompatible with network settings config-
ured for communication over the foreign network to be
compatible with the network settings of configured for
communication over the foreign network, and selec-
tively providing network services for the device corre-
sponding to network services available on the home
network to reduce delay associated with accessing the
network services from the foreign network, or to pro-
vide network services otherwise inaccessible from the
foreign network;
wherein the network settings configured for communica-
tion over the home and foreign networks include
respective IP addresses, gateway addresses, subnet
masks, DNS addresses, and protocol proxies;

wherein the processor selectively provides a proxy service
for the device which includes resolving a domain name
to an address;

wherein the processor resolves a domain name to an

address by establishing a connection between the
device and the configuration adapter, examining con-
tents of the intercepted packets to identify a domain
name, resolving the domain name to an address, estab-
lishing a connection between the configuration adapter
and a computer at the address corresponding to the

EXHIBIT 9



Case 2:10-cv-00381-DDP-VBK Document1 Filed 01/19/10 Page 162 of 164 Page ID

#:162

US 6,857,009 B1

25

domain name, and splicing the connections between the
device and the configuration adapter, and between the
configuration adapter and the computer, to form a
single connection between the device and the computer
such that the device and the computer communicate
packets with each other over the single connection
without the network settings of the device being recon-
figured.

24. The configuration adapter of claim 23 wherein the
proxy service comprises a hypertext transfer protocol proxy
service.

25. The configuration adapter of claim 23 wherein the
proxy service comprises a file transfer protocol proxy ser-
vice.

26. The configuration adapter of claim 23 wherein the
processor attempts to resolve the domain name to an address
using a domain name server accessible from the foreign
network, and resolves the domain name to an address
corresponding to the configuration adapter after a predeter-
mined timeout period expires, or if the domain name servers
accessible from the foreign network can not resolve the
domain name.

27. The configuration adapter of claim 23 wherein the
processor splices the connections by directly modifying
subsequently intercepted packets without copying the packet
payload.

28. The configuration adapter of claim 23 wherein the
processor resolves the domain name to an address using a
domain name server accessible from the foreign network.

29. The configuration adapter of claim 23 wherein the
processor resolves the domain name to an address by:

resolving the domain name to an address using a domain
name server;,

attempting to establish a connection with the computer at
the address corresponding to the domain name;

resolving the domain name to an address corresponding to
the configuration adapter after expiration of a prede-
termined timeout period; and

splicing the connections after receiving a delayed
response from the computer at the address correspond-
ing to the domain name.

30. The configuration adapter of claim 23 wherein the

processor selectively provides an outgoing email service.
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31. The configuration adapter of claim 30 wherein the
processor provides an outgoing email service by redirecting
intercepted simple mail transport protocol (SMTP) packets
to an SMTP server configured to process mail from
addresses on the foreign network.

32. The configuration adapter of claim 30 wherein the
processor redirects intercepted simple mail transport proto-
col (SMTP) packets without modifying the source address of
the SMTP packets.

33. The configuration adapter of claim 30 wherein the
processor redirects domain name service requests to a local
domain name server for the foreign network.

34. A method for providing access to a second local area
network for a device configured to communicate over a first
local area network having incompatible network settings
with network settings of the second local area network, the
method comprising:

determining whether an application running on the device
iS requesting a proxy service;
wherein the step of determining comprises:
establishing a transmission control protocol (TCP) con-
nection between a configuration adapter and the
device to examine contents of a packet transmitted
by the device;
establishing a TCP connection between the configura-
tion adapter and the proxy server requested by the
application; and
splicing the connection such that end-to-end semantics
are maintained by the application and the requested
proxy server, and
modifying packets containing proxy requests to direct
requests if the requested proxy service is inaccessible
from the foreign network without modifying the
network settings of the device.
35. The method of claim 34 wherein the step of splicing
comprises:
implementing a subset of network protocol functionality
to intercept each packet from the application without
passing the packet through an RFC-compliant protocol
stack.
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